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B. Additional Ablation Experiments

Encoder Mem. Nocaps VQAv2 ClothoQA MSVDQA
Type Frozen

CLIP ✓ 46Gb 115.8 71.6 57.4 56.8
CLIP ✗ 74Gb 106.0(-9.8) 69.1(-2.5) 62.1(+4.7) 53.6(-3.2)

DINOv2 ✓ 33Gb 104.6(-11.2) 67.0(-4.6) 56.8(-0.6) 54.7(-2.1)

Table 1. Ablation Experiments on Universal Encoder.

In the main paper, we follow previous works [52] and set
a frozen CLIP-ViT as the universal encoder. Here we ex-
plore other design choices such as trainable CLIP-ViT and
DINOv2 [35] as the encoder.

Frozen vs. Trainable Encoder. We first turn on all the
parameters in the multimodal-text alignment stage. As
shown in Tab. 1, the performance for visual modalities (im-
age and video) dropped significantly, while the result for au-
dio QA (ClothoQA) improved by 4.7%. We think trainable
CLIP will break the pretrained vision-language representa-
tions but can leave more space for learning other modalities.
However, considering the memory usage (46Gb vs. 74Gb),
frozen CLIP will be a better choice for our framework.

Beyond Vision-Language Encoder. In addition to the
vision-language encoder CLIP-ViT, we also explore other
models, such as the self-supervised vision model DI-
NOv2 [35], as the universal encoder. In Tab. 1, we no-
ticed that the performance of OneLLM using DINOv2 is
lower than the model using CLIP-ViT because DINOv2 is

not aligned with language and we need to learn the vision-
language alignment from scratch.

C. Additional Implementation Details

C.1. Lightweight Modality Tokenizers

The modality tokenizer is to transform input signal into a
sequence of tokens. Here we will introduce the tokenizer of
each modality in detail.

Visual Tokenizer. We use the same tokenizer setting for
visual modalities, i.e., image, video, depth/normal map.
The visual tokenizer is a single 2D convolution layer:

Conv2D(Cin = 3, Cout = 1024,K = (14, 14), S = (14, 14)), (1)

where Cin, Cout, K and S denote the input channel, out-
put channel, kernel size and stride, respectively. Note that
for a video input x ∈ RT×H×W with T frames, height
H and width W , we parallel feed its frames into the to-
kenizer, resulting in T × H

14 × W
14 tokens. Similarly, im-

age, depth/normal map can also be regarded as a one-frame
video input x ∈ R1×H×W .

Audio Tokenizer. We first transform audio signals into
2D spectrogram features x ∈ R1×H×W , where H=128 and
W=1024 by default. Following [13], the audio tokenzier is
a single 2D convolution layer:

Conv2D(Cin = 1, Cout = 1024,K = (16, 16), S = (10, 10)). (2)

Point Tokenizer. For a raw point cloud, we sample 8192
points using Furthest Point Sampling (FPS), resulting in a
2D tensor x ∈ R8192×6. Then we use the KNN algorithm to
group these points into 512 groups: x ∈ R512×32×6 where
32 is the size of each group. After that, we encode the point
cloud with a 2D convolution layer:

Conv2D(Cin = 6, Cout = 1024,K = (1, 1), S = (1, 1)), (3)

followed by a max operation on dimension 1. Finally, the
shape of output tokens is R1024×1024.
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IMU Tokenizer. For an IMU input with shape R2000×6,
we tokenize it with a 1D convolution layer:

Conv1D(Cin = 6, Cout = 1024,K = 10, S = 1), (4)

resulting in a sequence of tokens x ∈ R1024×391.

fMRI Tokenizer. The shape of an fMRI signal is R15724.
We tokenize it with a 1D convolution layer:

Conv1D(Cin = 15724, Cout = 8196,K = 1, S = 1). (5)

We then resize the output tensor x ∈ R8196 into a 2D ten-
sor x ∈ R1024×8 to align with the input of the transformer
encoder.

C.2. Multimodal-Text Alignment Dataset

We summary the multimodal-text alignment dataset in
Tab. 2. For depth/normal-text pairs, we adopt DPT
model [37] pretrained on ominidata [11] to generate
depth/normal map. The source dataset is a subset of
CC3M [42], around 0.5M image-text pairs. For IMU-text
pairs, we use the IMU sensor data of Ego4D [15] and the
corresponding video narrations (i.e., text annotations). For
fMRI-text pairs, we use the subj01 imaging session of
NSD [4] and follow the same data split with [41]. Note that
the visual stimulus, i.e., images shown to participants, are
from MS COCO [8]. Therefore, we use the image captions
in COCO Captions as text annotations of fMRI-text pairs.

Modality
Multimodal-Text Alignment Multimodal Instruction Tuning

Size Dataset Size Dataset

Image 1000M
LAION-400M [39]
LAION-COCO [38]

1216K

LLaVA-150K [26]
COCO Caption [8]
VQAv2 [14], GQA [18]
OKVQA [30], A-OKVQA [40]
OCRVQA [32], RefCOCO [19]
Visual Genome [21]

Video 2.5M WebVid-2.5M [5] 461K
MSRVTT-Cap [50]
MSRVTT-QA [49]
Video Conversation [53]

Audio 0.4M WavCaps [31] 60K
AudioCaps [20]
Audio Conversation [53]

Point 0.6M Cap3D [29] 70K Point Conversation [51]

Depth 0.5M CC3M [42] 50K LLaVA-150K [26]

Normal 0.5M CC3M [42] 50K LLaVA-150K [26]

IMU 0.5M Ego4D [15] 50K Ego4D [15]

fMRI 9K NSD [4] 9K NSD [4]

Text - - 40K ShareGPT [1]

Total 1005M 2006K -

Table 2. Training Datasets.

C.3. Multimodal Instruction Tuning Dataset

We summary the multimodal instruction tuning dataset in
Tab. 2.

C.4. Prompt Design

The prompt formats for each dataset are shown in Tab. 3.

Dataset Prompt Format

LLaVA-150K [26]
ShareGPT [1]
Video Conversation [53]
Audio Conversation [53]
Point Conversation [51]

(use their original prompt)

VQAv2 [14], GQA [18]
OKVQA [40]
OCRVQA [32]
MSRVTT-QA [49]

{Question} Answer the question using a single
word or phase.

A-OKVQA [40]
{Question} {Options} Answer with the option’s
letter from the given choices directly

TextCaps [43]
COCO Caption [8]
MSRVTT-Cap [50]
AudioCaps [20]

Provide a one-sentence caption for the provided
image/video/audio.

RefCOCO [19]
Visual Genome [21] Provide a short description for this region.

Ego4D [15] Describe the motion.

NSD [4] Describe the scene based on fMRI data.

Table 3. Prompt Formats for Training.

D. Evaluation Details

Dataset Prompt Format

MMVet (use the original prompt)

GQA [18]
VQAv2 [14]
OKVQA [30]
TextVQA [44]
MME [12]
MSVD [49]
Clotho AQA [25]
MUSIC-AVQA [23]

{Question} Answer the question using a single word or
phase.

ScienceQA [28]
MMbench [27]
SEED-Bench [22]
NextQA [48]
How2QA [24]

{Question} {Options} Answer with the option’s letter from
the given choices directly

VizWiz [16]
{Question} When the provided information is insufficient,
respond with ’Unanswerable’. Answer the question using
a single word or phase.

Nocaps [2]
Flickr30K [36]
VATEX [47]
VALOR [7]
Clotho Cap [10]
Objaverse-Cap [9]

Provide a one-sentence caption for the provided
image/video/audio/point cloud.

AVSD [3]
{Question} Answer the question and explain the reason
in one sentence.

Objaverse-CLS [9] What is this?

NYUv2 [34]
SUN RGB-D [45]

{Class List} What is the category of this scene?
Choice one class from the class sets.

Table 4. Prompt Formats for Evaluation.

In this section, we first list the evaluation prompts for
each dataset in Tab. 4. Then we will give more evaluation
details.
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Model
Encoder
Param

#Encoder #Projection
Supported Modalities

Image Video Audio Point IMU Depth Normal fMRI

X-LLM [6] - 3 3 ✓ ✓ ✓

PandaGPT [46] 1.2B 2 1 ✓ ✓ ✓

ImageBind-LLM [17] 1.8B 3 1 ✓ ✓ ✓ ✓

ChatBridge [53] 1.3B 3 3 ✓ ✓ ✓

AnyMAL [33] 2B 3 3 ✓ ✓ ✓ ✓

OneLLM (Ours) 0.6B 1 1 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Table 5. Comparisons of Different Multimodal LLMs.

Image, Video and Audio Tasks. We evaluate all datasets
using their official evaluation protocols. As shown in Tab. 4,
for QA tasks with options, we ask OneLLM to directly pre-
dict the option letters; For open-ended QA tasks, we ask
OneLLM to predict a single word or phase. For caption-
ing tasks, we ask OneLLM to generate a one-sentence cap-
tion. Note that for audio-video-text tasks, the input se-
quence to the LLM is: {Video Tokens} {Audio Tokens}
{Text Prompts}.

Point Cloud Tasks. Our evaluation on point cloud tasks
mainly follows PointLLM [51]. For the point cloud classi-
fication task, we use the same prompt as PointLLM: What
is this, and evaluate the accuracy using GPT4.

Depth/Normal Map Tasks. For scene classification us-
ing depth/normal map, we first prepend the category list to
the beginning of prompt, then we ask OneLLM to choose
one class for the list.

IMU/fMRI Tasks. We evaluate on IMU/fMRI captioning
tasks. The prompts are the same as their training prompts:
Describe the motion for IMU captioning and Describe the
scene based on fMRI data for fMRI captioning.

E. Comparison with Prior Works

The main difference between OneLLM and previous
MLLMs is that we show a unified encoder is sufficient to
align multi-modalities with LLMs. As shown in Tab. 5,
OneLLM with one universal encoder, one projection mod-
ule and less parameters (0.6B) can unify more modalities
into one framework. The results in the main paper (Tab.1-
6) also demonstrate that OneLLM can achieves better per-
formance to previous works. The ablation experiments in
Tab.7 (a) also show that jointly training all modalities with
our unified framework can benefit data-scarce modalities.
Here we are not trying to prove that OneLLM’s architecture
is optimal, but to show the possibility of building MLLMs
using a unified and scalable framework.

F. Additional Qualitative Results
In this section, we provide more qualitative results in Fig. 1,
Fig. 2 and Fig. 3.
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Why this image is funny?

This image is funny because it features three 
raccoons dressed in human clothes and driving a 
car. The raccoons are wearing sunglasses and 
one of them is playing a guitar, which adds a 
humorous and unexpected element to the scene. 
The fact that raccoons are not capable of driving 
or playing instruments makes the situation 
comical and amusing to viewers.

Why this image is unusual?

The image is unusual because it features a dog 
dressed in a chef's outfit, complete with a hat, 
apron, and a bow tie. This is not a typical sight, 
as dogs are not typically dressed in human 
clothing or accessories. The dog is sitting at a 
table with a bowl of food, which adds to the 
unconventional nature of the scene. The image 
is likely meant to be humorous or creative, as it 
is not a common occurrence to see a dog dressed 
in human attire.

What do you think of the photo?

The photo is a captivating and dynamic scene of 
a bustling city street in New York City. The 
image features a large number of billboards and 
advertisements on the buildings surrounding the 
street, creating a vibrant atmosphere. The street 
is filled with people walking and cars driving, 
giving the impression of a busy urban 
environment. The photo is taken from a low 
angle, which adds a sense of depth and 
perspective to the scene. The traffic lights are 
visible, indicating that the street is well-
regulated for pedestrian and vehicular safety. 
The overall composition of the photo is visually 
striking, showcasing the energy and excitement 
of the city.

Tell me about this place.

The image features a large, grassy field with a 
group of stone structures, possibly a stonehenge, 
situated in the center. The structures are made of 
rocks and are arranged in a circle, with some 
rocks appearing to be taller than others. The sky 
above the field is filled with clouds, creating a 
beautiful and serene atmosphere. The scene is 
reminiscent of ancient civilizations and their 
architectural achievements.

What does this picture want to express?

The image is a symbolic representation of the 
bond between a parent and their child. The hand 
of an adult is holding a small plant, which is a 
symbol of growth and life, while the hand of a 
baby is reaching out to the plant. This image 
suggests the nurturing and care that parents 
provide to their children, as well as the 
innocence and curiosity of a child. The scene is 
set in a grassy field, which adds to the natural 
and serene atmosphere of the image.

Introduce me this poster.

The poster features a delicious Asian food 
advertisement, with a large bowl of rice and 
shrimp displayed prominently. The 
advertisement is designed to entice customers 
with its mouth-watering presentation. The poster 
is displayed in a restaurant, with a sign that 
reads "Open Hours" and "50% Off" in the 
background. This suggests that the restaurant is 
offering a special deal on Asian food during 
certain hours.

What iconic attractions appear in this picture?

The picture features several iconic attractions, 
including the Statue of Liberty, the Eiffel Tower, 
the Roman Coliseum, the pyramids of Egypt, the 
Space Needle, and the London Bridge.

Where might this picture have been taken?

This picture might have been taken in a large 
city with a lot of tall buildings. The presence of 
a red double-decker bus and a truck in the image 
suggests that the city has a public transportation 
system and possibly a busy traffic environment. 
The tall buildings and the presence of a bus and 
truck indicate that the city is likely a bustling 
urban area with a high population density.

Choose one from "Sydney", "New York" and 
"Hong Kong", and tell me the reason.

The presence of a red double-decker bus and a 
truck in the image suggests that the city could be 
either Hong Kong or New York. 

If you could only use three words to express the 
theme of this picture, what would they be?

Foggy, tree, person

Provide a short caption for this image

A person running in a field with a tree in the 
background.

Figure 1. Additional Qualitative Image Demos.
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Describe the video in detail

A man is playing basketball in a gym. He is 
wearing a black shirt and white pants. He is 
bouncing a basketball on his finger and then 
dribbling it with his hand. He is also wearing a 
black and white striped shirt. The gym is white 
and has a white floor. There is a white wall 
behind him.

What activity is going on in the video?

The video shows a rocket launching from a 
launch pad.

Where might this launch pad be located?

It is not clear from the video where the launch 
pad is located. It could be in a spaceport or a 
military base.

What process does this video record?

This video records the process of a flower 
blooming.

Can you provide more details?

The flower is white and has a long stem. The 
flower is in a greenhouse, and the camera is 
recording the flower's growth process. The 
flower is in bloom, and the camera captures the 
flower's growth and development. 

What can you hear in the audio?

I can hear the sound of a bell ringing at a 
steady pace.

Can you provide more details?

The bell is large and metallic, and it is ringing 
in a melody that is loud and clear.

(bell ringing)

Where could this audio take place?

The audio could take place in a place with 
birds, like a forest or a park.

What kind of bird call could this be?

It could be a bird call like a whistle or a chirp, 
but without more context, it's hard to say for 
sure.

(bird singing)

Describe the audio in detail

In the audio, a person is seen shuffling 
through a variety of items, and the items make 
a crunching sound. The person then takes a 
moment to speak. The items in the 
background are not clear, but they appear to 
be the source of the crunching sound.

(crunching sound)

Summary the content of the audio briefly.

A woman speaking followed by a baby laughing

Describe the audio in detail

In the audio, a woman is speaking to a laughing 
baby. The woman's voice is calm and soothing, 
while the baby's laughter is contagious. It 
sounds like they are having a conversation, with 
the woman saying something that makes the 
baby laugh even more. The audio also contains 
some background noise, but it is not clear what 
it is.

(speaking and laughing)

What is this?

This is a 3D model of a cartoon-style humanoid 
figure, predominantly white in color. The figure 
is designed in a simplistic, stylized manner, 
typical of cartoon characters. It has a neutral 
expression, suggesting it could be used in a 
variety of contexts, such as animation, game 
development, or graphic design. The figure's 
white color allows for easy customization, such 
as adding clothing or other accessories.

How would you summarize this 3D data set?

This 3D data set represents a toy car, 
predominantly blue in color, with a distinctive 
white stripe running along its length. The car 
features a black windscreen and matching black 
windows, adding to its realistic appearance. The 
toy car, with its vibrant colors and detailed 
design, is likely to be a popular choice among 
children for play and could also serve as a 
decorative item.

What kind of object is illustrated by this 
collection of points?

This is a 3D model of a cartoon-style dog, 
predominantly in a vibrant yellow color. The 
model is characterized by its exaggerated 
features, typical of cartoon aesthetics, such as 
large, expressive eyes and a broad, friendly 
smile. The dog's design suggests it could be 
used in animations, video games, or children's 
educational content.

Provide an outline of this 3D shape’s 
characteristics.

The 3D object model is a tree with a distinctive 
green color. It features a sturdy trunk and a 
dense canopy of leaves, giving it a realistic 
appearance. The tree's design suggests it could 
be used in various digital environments, such as 
video games, animations, or virtual reality 
simulations.

Describe the 3D model in detail

The 3D model is a cartoon-style house with a 
vibrant purple roof. The house is simplistic in 
design, with a single story and a single room. 
The roof is a striking purple color, which 
contrasts with the white walls. The model is 
likely used in animation or game design, where 
such whimsical, colorful elements are common.

Figure 2. Additional Qualitative Video, Audio and Point Cloud Demos.
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What are people doing in the normal map?

In the normal map, people are skateboarding and 
performing tricks at a skate park.

What's in this room?

The room is dimly lit, with a bed in the center 
and a small wooden table nearby. There is also a 
chair in the room. The bed is made up with a 
white comforter and pillows, and there is a lamp 
on the table. The room is decorated with several 
potted plants, including a large one near the bed. 
Additionally, there is a vase with flowers in it, 
and a clock on the wall. The overall atmosphere 
of the room is cozy and inviting.

Describe the scene based on the normal map

The normal map shows a group of horses 
standing in a fenced-in area, possibly a corral. 
There are five horses in total, with four of them 
standing close together, and one horse standing 
slightly apart from the others. The horses are of 
various sizes and are positioned in a way that 
suggests they are waiting or resting. The fence 
surrounding the area is made of wood, and the 
ground is covered with dirt.

What can you know from the depth map?

The depth image shows a man riding a horse 
through a snowy field, with the horse's tail and 
mane blowing in the wind. The man is wearing 
a black jacket, and the horse is a dark brown 
color. The scene is set against a backdrop of a 
sunset, creating a beautiful and serene 
atmosphere. The depth image captures the 
essence of the man and his horse enjoying the 
outdoors during the winter season.

What are the two people doing?

The two people are playing baseball, with one 
person holding a bat and the other person 
holding a glove.

What should you do in this situation?

In this situation, it is important to remain calm 
and cautious. Since the bear is walking towards 
the camera, it is essential to avoid sudden 
movements or loud noises that might startle the 
bear. If the bear approaches, it is crucial to 
maintain eye contact with the bear to show that 
you are aware of its presence and not a threat. If 
the bear starts to charge, it is advisable to back 
away slowly and carefully, keeping an eye on 
the bear to ensure it does not change direction. 

What happened in the motion?

I can see a person walking on the floor and 
picking something up.

(GT: picks the mats)       (reference video)

What is the person doing?

The person is walking on the sidewalk.

(GT: walks in the stadium) (reference video)

Describe the motion.

The motion is like a dance, with the paintbrush 
moving in a smooth and controlled motion.

(GT: dips the brush in the paint) (reference video)

What scene does this fMRI data record?

A man riding a kiteboard on a long wave in 
the ocean.

(reference visual stimulus)

What is shown in the fMRI data?

The fMRI data show the brain activity about a 
zebra.

(reference visual stimulus)

What scene does this fMRI data record?

The fMRI data record the scene of a flower 
garden.

(reference visual stimulus)

Figure 3. Additional Qualitative Depth/Normal Map, IMU and fMRI Demos.
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