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A. Model Architecture
Our foreground-aware NeRF is constructed on Instant-
NGP [5] with an additional head to predict the editing prob-
ability to conduct decomposed rendering. For simplicity
in implementation, this editing probability head is designed
similarly to the RGB prediction head. It is composed of a
hidden layer with 64 hidden dimensions followed by the
sigmoid activation to keep the values between 0 and 1.
When rendering the foreground or background regions sep-
arately, we avoid truncating the editing probability gradi-
ent with the threshold operation. Instead, we encourage the
editing probability to approach 1 or 0 through a parameter-
ized sigmoid activation and utilize the processed probabil-
ities for decomposed rendering via a simple linear combi-
nation. We find that this soft mask operation better facil-
itates complete shape optimization during the editing pro-
cess compared to a threshold operation, as demonstrated by
the ablation study presented in Section C.

B. Implementation Details
Dataset preparation. In this paper, we conduct different
editing operations using datasets such as BlendedMVS [10]
and LLFF [4]. For 360-degree scenes from these datasets,
we employ COLMAP [7] to extract camera poses. This
method can also be applied to real-world scenes captured
by users.
Rendering. Due to the memory limitation of the GPU and
the high overhead of SDS loss, we need to render down-
sampled images. For the BlendedMVS dataset, we render
images with 3x downsampling for NeRF training and 5x
downsampling for NeRF editing. For the high-resolution
LLFF and IBRNet [9] datasets, the two downsampling fac-
tors are 15 and 28. For the bear statue dataset [2], the two
downsampling factors are 4 and 7. Since we render the fore-
ground for a separate local editing operation, we combine
the rendered foreground image with a random solid color
background to avoid confusion between the foreground and
the single background of the same color.

C. More Ablation Studies
Visualization of intermediate results. We present the ren-
dered editing probabilities and foreground/background im-
ages in Figure 1 after editing. It can be observed that the
rendered editing probabilities can adapt well to the shape of
the modified foreground regions, enabling the precise ren-
dering of both foreground- and background-only images.

For instance, after the training process of the edited NeRF,
the editing probability aligns well with the cartoon dinosaur,
which is larger than the original dinosaur statue. In the
background image in the second row, we observe dark shad-
ows in the foreground region, which indicates that NeRF
does not picture the covered background regions in non-360
scenes. However, in the full rendering image, this shadow
will be filled with foreground contents when the new objects
being added are similar in shape to the original objects.
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Figure 1. Visualization of intermediate results.

Ablation studies of other training strategies. We con-
duct more ablation studies on training strategies in Figure 2.
Upon removal of the background preservation loss, signifi-
cant changes can be observed in the background regions af-
ter editing compared with the original scene, indicating the
necessity of the background preservation loss. We also ab-
late different post-processing methods for editing probabil-
ities. When binarizing these probabilities using a threshold
(i.e., w/o Soft Mask), the obtained editing probabilities are
incomplete, leading to incomplete foreground in the edited
results, such as the missing left front leg of the dog in the
3-rd row of Figure 2. By scaling the values between 0 and 1
using a sigmoid function to obtain a soft mask, i.e., the strat-
egy adopted in our paper, we can achieve complete editing
probabilities and consequently, complete editing results.
Effect of different class word. We use the class word in
the local editing stage to promote reasonable geometry in
the case of a single reference image. In order to explore the
effect of the class word, we modify the class prior to be in-
consistent with the reference image. As shown in Figure 3,
we compare different class words such as “dog”, “corgi”,
and “cat”. The final results reflect the texture of the ref-
erence image and the geometric characteristics associated



with the class word we use.
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Figure 2. Ablation studies of other training strategies. w/o Soft
Mask denotes utilizing a threshold to binarize the editing proba-
bilities.

Different subject-aware T2I generation methods. We
compare the image-driven editing results leveraging Cus-
tom Diffusion [3] for reference subject learning with two
other subject-aware T2I methods, i.e., Textual Inversion [1],
and DreamBooth [6] and the visualization results are pre-
sented in Figure 4. Given only one reference image, edit-
ing results generated with Custom Diffusion most closely
resemble the reference image. Though the other two meth-
ods can generate similar categories and shapes, they do not
match the reference image in texture. Therefore, in our pa-
per, we ultimately select Custom Diffusion for reference
subject learning.

D. More Visualization Results
Comparison with Vox-E. We present qualitative compari-
son with Vox-E [8] in Figure 5. Our method generates more
realistic editing results than Vox-E. In the 1st row, the edit-
ing results by VoX-E maintain the shape of the pinecone and
have an unnatural color. Besides, some odd color artifacts
can be observed in both rows of Vox-E’s edits, due to Vox-
E’s attention-based post-blending strategy, and our editing
results strike a balance between text prompt alignment and
background preservation.
More qualitative results. We provide more image-driven
and text-driven editing results in Figure 7 and Figure 8
respectively. We have also included video editing results
at https://customnerf.github.io/, which pro-
vides dynamic visualization of editing results.
Failure cases. In addition to the experimental results above,
we also present the failure cases of CustomNeRF in Fig-
ure 6. For instance, in the first row, as the Custom Diffusion
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Figure 3. Visualization of different class words used in local edit-
ing prompt.
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Figure 4. Comparison between different subject-aware T2I gener-
ation methods for reference subject learning.
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Figure 5. Qualitative comparison with Vox-E.

cannot always generate images with the subject identical to
those in the reference image, the edited scene shows the
dog’s clothing different from that in the reference image. In
the second row, due to the considerable shape difference be-
tween a hat and a hamburger, the replaced hamburger takes
on an inverted shape, larger at the bottom and smaller at the
top, similar to the hat’s structure.
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Figure 7. More visualization results of image-driven editing.
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Figure 8. More visualization results of text-driven editing.
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