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1. More Implementation Details
1.1. Orthogonal-view Diffusion Model Training

We build our newly introduced orthogonal-view diffusion

model on the diffusers 1 library. To fine-tune our model,

we adopt the Stable Diffusion v2.1 as the base model and

use the AdamW optimizer with ε-prediction. The training

process involves 200K steps, with a warmup of 10K steps.

1.2. Text-to-3D Generation

In the coarse stage, we utilize NeuS [4] with a rendering

resolution of 64×64 to optimize the 3D representation. The

random camera distance is set within the range of [1.5, 2.0],

while the fov range is set within the range of [40◦, 70◦]. We

choose elevation between [-10◦, 45◦]. We adopt progres-

sive levels of details from Neuralangelo [2] and the hash

encoding resolution [3] spans from 24 to 211 with 16 levels.

The learning rate is set from 0.001 to 0.0002 with LinearLR

scheduler. Similar settings are also utilized in the fine stage.

2. More Discussion
Generalizability of the Orthogonal-view Diffusion
Model: We train the orthogonal-view diffusion model us-

ing the Objaverse dataset [1], which consists of hundreds

of thousands of 3D models. However, it is important to

note that the scale of the 3D dataset is relatively small com-

pared to the text-image training pairs that are necessary to

train the 2D diffusion model. Hence, it is crucial to clarify

the generalizability of the orthogonal-view diffusion model,

especially for unseen and counterfactual scenes whose de-

tails can be specified through text prompts. First, for ob-

jects mentioned in the text prompts that exist in the Obja-

verse dataset, we retrieve the most similar 3D models to the

ones generated by EfficientDreamer. The results, as shown

in Fig. 1(a), demonstrate that EfficientDreamer is capable

of generating 3D models for specific text prompts, without

1https://github.com/huggingface/diffusers
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Figure 1. Visualization results for more discussion. (a) Objects

from the Objaverse dataset or EfficientDreamer for the given text

prompts. (b) 3D models generated by EfficientDreamer, which are

not included in the Objavserse dataset.

overfitting to the 3D models in the training 3D dataset. Sec-

ondly, as depicted in Fig. 1(b), we can also achieve high-

fidelity 3D creation for scenes that are not included in the

3D dataset. This further confirms the excellent generaliz-

ability of our orthogonal-view diffusion model.

Impact of Variational Score Distillation (VSD) in Pro-
lificDreamer: Once we obtain precise 3D representations

for the given text prompts using our orthogonal-view diffu-

sion model, we utilize the SDS and VSD for geometry and

texture optimization in the fine stage, following the method

proposed by ProlificDreamer [5]. However, we demon-

strate that such operations in the fine stage cannot solve the

Janus problem, as the VSD guidance still relies on the pre-
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Figure 2. Comparison with ProlificDreamer with Variational Score Distillation (VSD).

trained diffusion model. To verify this, we generate the 3D

models following the procedure in ProlificDreamer. In the

first stage, we optimize the 3D representation using 64×64

NeRF rendering and then optimize the geometry and texture

using SDS and VSD guidance. The results are shown in

Fig. 2. It is evident that these models still exhibit noticeable

Janus problems, while our EfficientDreamer can effectively

resolve these issues.

3. More Results

In Fig. 3, Fig. 4 and Fig 5, we present additional com-

parison results of 3D generation on various text prompts,

utilizing both our method and other text-to-3D methods.

In Fig. 6, Fig. 7 and Fig. 8, we compare our method

with other methods by exhibiting the generated 3D mod-

els from eight different viewpoints. We also show the

corresponding normal maps of our method. The results

demonstrate that our methods can effectively resolve the

Janus problem while enhancing the quality of 3D con-

tent creation. For more comprehensive results, please re-

fer to the supplementary video and project page: https:
//efficientdreamer.github.io.
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DreamFusion Magic3D TextMesh Ours
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Figure 3. Comparison with other text-to-3D methods. We render each 3D model from two views.



DreamFusion Magic3D TextMesh Ours

A baby bunny sitting on top of a stack of pancake.
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Figure 4. Comparison with other text-to-3D methods. We render each 3D model from two views.



DreamFusion Magic3D TextMesh Ours
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Figure 5. Comparison with other text-to-3D methods. We render each 3D model from two views.
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A crab, low poly.

A motorcycle, scifi.

Figure 6. Comparison with other text-to-3D methods: In our evaluation, we render images from eight uniformly sampled views for

each method. Additionally, we present the normal maps of each object generated by our approach, providing a comprehensive visual

representation of the 3D models.
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Darth Vader helmet.

A squirrel playing guitar.

Figure 7. Comparison with other text-to-3D methods: In our evaluation, we render images from eight uniformly sampled views for

each method. Additionally, we present the normal maps of each object generated by our approach, providing a comprehensive visual

representation of the 3D models.
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Mr Bean Cartoon.

Dragon armor, 3D asset.

Figure 8. Comparison with other text-to-3D methods: In our evaluation, we render images from eight uniformly sampled views for

each method. Additionally, we present the normal maps of each object generated by our approach, providing a comprehensive visual

representation of the 3D models.


