
Supplementary Materials
MVD-Fusion: Single-view 3D via Depth-consistent Multi-view Generation

We provide a more detailed description of our architec-
tural details and ablations. We include 360 visualizations
on our project page: https://mvd-fusion.github.io/.

1. Architecture Details
Our network consists of modifications on top of Zero123
[2]. We describe each component of our network in detail.
VAE. We use the pretrained VAE from Stable Diffusion 1.4
[4]. We freeze the VAE.
UNet. We initialize our UNet with weights from Zero123
[2]. Zero123 has a novel view synthesis UNet that accepts
one input image (4 channel latents) and one target noisy im-
age (4 channel latents) along with camera pose and predicts
a novel view image latent (4 channels). We modify the in-
put and output blocks to accommodate prediction of an ad-
ditional depth channel. Our UNet has 10 input channels and
5 output channels. For all experiments, we use only RGB
images as input (4 channel latents) and pad the additional
channel with zeros. The noisy target target image is always
5 channels.
CLIP and Camera Pose Embedding. We follow Zero123
[2] to use the frozen CLIP [3] image encoder along with
camera information as one of the inputs to the cross atten-
tion layers in Stable Diffusion. However, instead of using
azimuth and elevation angle representation, we directly use
a flattened essential matrix as input. We use 3 fully con-
nected layers to map CLIP image embedding and flattened
essential matrix into cross attention input of dimension 768.
Depth-guided Multi-view Attention. After each of the
existing cross attention layers in the UNet, we add addi-
tional cross attention layers that attend to view-aligned fea-
ture frustums sampled from our depth-guided multi-view
attention module. Our depth-guided attention module is a
3 layers transformer that aggregates information across the
noisy target latents from the current timestep and also input
image latents. For each target view, we generated a fea-
ture frustum of shape (1, 256, 3, 32, 32), where the feature
map is 32 by 32, with 3 depth samples, and feature dimen-
sion 256. The depth dimension represents the number of
depth points sampled along each ray and can be reduced
down to just 1. Our transformer uses a hidden dimension

Table 1. Ablation study on Google Scanned Objects (GSO)
dataset. We ablate the effect of the unconditional guidance scale
during inference. We randomly chose 30 instances from the
dataset for evaluation. ‘Scale’ denotes the unconditional guidance
scale.

Scale PSNR ↑ SSIM ↑ LPIPS ↓
1.0 19.34 0.775 0.199
2.0 19.91 0.787 0.184
3.0 19.38 0.778 0.189
5.0 18.66 0.771 0.194

of 256 with 8 heads. We use an additional fully connected
layer to project our features into 768 dimensions, making
them compatible with existing cross attention layers. A key
difference between our multi-view cross attention and text
cross attention is that, in our multi-view attention, each la-
tent patch independently attends to the corresponding patch
in the feature frustum.

2. Additional Results and Visualizations

Ablating Unconditional Guidance Scale. We
further conduct experiments to ablate the effect of
the unconditional guidance scale. Proposed in [1],
classifier-free guidance jointly learns an unconditional
model to enable higher-quality generation. In our
method, we use the unconditional guidance scale ω
to control the contribution of the unconditional model:
ϵ̂ϕ′(y,xn

t , π
n, znt , t) = ωϵϕ′(y,xn

t , π
n, znt , t) + (1 −

ω)ϵϕ′(xn
t , t), where ϵϕ′(y,xn

t , π
n, znt , t) is our proposed

multi-view diffusion model. In practice, we notice that a
higher unconditional guidance scale leads to better multi-
view consistency. As shown in Table 1, we find that adopt-
ing a scale of 2 yields the best performance. Therefore, we
use this unconditional guidance scale for inference.
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