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Supplementary Material

A. Discussion on Related Works

A.1. Off-set Noise

Off-set Noise [4] only embarks on an investigation into low-
frequency (LF) information. The author actively disrupts
these LF elements and fine-tunes the models. It will lead
deviating from the mean of the actual image.

A.2. Rescale Schedule

Rescale Schedule [5] only focuses on the discrepancy be-
tween the distribution of training data and the sampling.
There is no clear connection between the N(0, 1) distribu-
tion and the x0 manifold during the diffusion process. Thus
this method needs finetuning the whole model and force the
prediction type as v-prediction.

A.3. Signal-leak

Signal-leak [2] mentions that the signal leaked during
training is essentially LF components, as well as the cause
of distribution mismatch. Therefore, the author statistically
analyze the LF components of a limited scale dataset(˜300
images) to obtain the terminal distribution for training.
This method overlooks the intrinsic attributes of diffusion
models, focusing solely on LF components. This results
in a constraint: it is only effective when the terminal
distribution can be statistically estimated on limited size
dataset, e.g. specific style, which is impractical for large
models. Thus it lacks versatility as different training data
have distinct terminal distributions, requires calculations
for each model. And it is unviable with new acceleration
tools, such as consistency models.

In contrast, we not only found LF information is the
main cause of the issue but also approach the problem from
the perspective of diffusion prediction at time xT . We
can obtain the average of the true distribution using a text-
conditional module. This makes our model versatile: re-
gardless of any LDM structure models or any LoRA, it can
be solved with a single OMS module (only 3.1M parame-
ters).

B. High Dimensional Gaussian

In our section, we delve into the geometric and probabilistic
features of high-dimensional Gaussian distributions, which
are not as evident in their low-dimensional counterparts.
These characteristics are pivotal for the analysis of latent

spaces within denoising models, given that each intermedi-
ate latent space follows a Gaussian distribution during de-
noising. Our statement is anchored on the seminal work
by [1, 10, 11]. These works establish a connection between
the high-dimensional Gaussian distribution and the latent
variables inherent in the diffusion model.

Property B.1 ([10]) For a unit-radius sphere in high di-
mensions, as the dimension d increases, the volume of the
sphere goes to 0, and the maximum possible distance be-
tween two points stays at 2.

Lemma B.2 ([10]) The surface area A(d) and the volume
V (d) of a unit-radius sphere in d-dimensions can be ob-
tained by:

  A(d) = \frac {2 \pi ^{d/2}}{\Gamma (d/2)}, V(d) = \frac {\pi ^{d/2}}{\frac {d}{2}\Gamma (d/2)}, 



  






 (1)

where Γ(x) represents an extension of the factorial func-
tion to accommodate non-integer values of x, the afore-
mentioned Property B.1 and Lemma B.2 constitute univer-
sal geometric characteristics pertinent to spheres in higher-
dimensional spaces. These principles are not only inher-
ently relevant to the geometry of such spheres but also have
significant implications for the study of high-dimensional
Gaussians, particularly within the framework of diffusion
models during denoising process.

Property B.3 ([10]) The volume of a high-dimensional
sphere is essentially all contained in a thin slice at the equa-
tor and is simultaneously contained in a narrow annulus at
the surface, with essentially no interior volume. Similarly,
the surface area is essentially all at the equator.

The Property B.3 implies that samples from xS
T are falling

into a narrow annulus.

Lemma B.4 ([10]) For any c > 0, the fraction of the vol-
ume of the hemisphere above the plane x1 = c√

d−1
is less

than 2
c e

− c2

2 .

Lemma B.5 ([11]) For a d-dimensional spherical Gaus-
sian of variance 1, all but 4

c2 e
−c2/4 fraction of its mass is

within the annulus
√
d− 1 − c ≤ r ≤

√
d− 1 + c for any

c > 0.



Figure 1. The same set of configurations (SDXL w/ LCM-LoRA with 4(+1) Steps) as Fig. 5 but with different random seeds. SDXL with
LCM-LoRA leans towards black-and-white images, but OMS produces more colorful images. It is worth noting the mean value of all
SDXL with LCM-LoRA results is 0.24 while the average value of OMS results is 0.17. We hypothesize the tendency of SDXL to produce
black-and-white images is a direct result of flaws in its scheduler for training.

Lemmas B.4 & B.5 imply the volume range of the concen-
tration mass above the equator is in the order of O( r√

d
),

also within an annulus of constant width and radius
√
d− 1.

Figs.2 & 4 in main paper illustrates the geometric properties
of the ideal sampling space xS

T compared to the practical
sampling spaces xT

T derived from various schedules, which
should share an identical radius ideally.

Property B.6 ([11]) The maximum likelihood spherical
Gaussian for a set of samples is the one over center equal to
the sample mean and standard deviation equal to the stan-
dard deviation of the sample.

The above Property B.6 provides the theoretical foundation
whereby the mean of squared distances serves as a robust
statistical measure for approximating the radius of high-
dimensional Gaussian distributions.

C. Expression of DDIM in angular parameter-
ization

The following covers derivation that was originally pre-
sented in [7], with some corrections. We can simplify
the DDIM update rule by expressing it in terms of ϕt =
arctan(σt/αt), rather than in terms of time t or log-SNR λt,
as we show here.

Given our definition of ϕ, and assuming a variance pre-
serving diffusion process, we have αϕ = cos(ϕ), σϕ =

sin(ϕ), and hence zϕ = cos(ϕ)x + sin(ϕ)ϵ. We can now
define the velocity of zϕ as

  \rvv _\phi \equiv \frac {d \rvz _{\phi }}{d\phi } = \frac {d\cos (\phi )}{d\phi }\rvx + \frac {d\sin (\phi )}{d\phi }\rvepsilon =\cos (\phi )\rvepsilon - \sin (\phi )\rvx . 











  

(2)

Rearranging ϵ,x,v, we then get:

  \sin (\phi )\rvx &= \cos (\phi )\rvepsilon - \rvv _{\phi } \nonumber \\ &= \frac {\cos (\phi )}{\sin (\phi )}(\rvz - \cos (\phi )\rvx ) - \rvv _{\phi }  





   (3)

  \sin ^{2}(\phi )\rvx = \cos (\phi )\rvz - \cos ^{2}(\phi )\rvx - \sin (\phi )\rvv _{\phi }     (4)

  (\sin ^{2}(\phi )+\cos ^{2}(\phi ))\rvx = \rvx = \cos (\phi )\rvz - \sin (\phi )\rvv _{\phi },        (5)

and similarly we get ϵ = sin(ϕ)zϕ + cos(ϕ)vϕ.
Furthermore, we define the predicted velocity as:

  \hat \rvv _\theta (\rvz _{\phi }) \equiv \cos (\phi )\hat \rvepsilon _\theta (\rvz _{\phi }) - \sin (\phi )\hat \rvx _\theta (\rvz _{\phi }),    (6)

where ϵ̂θ(zϕ) = (zϕ − cos(ϕ)x̂θ(zϕ))/ sin(ϕ).



Rewriting the DDIM update rule in the introduced terms
then gives:

  \begin {aligned} \rvz _{\phi _{s}} =& \cos (\phi _{s})\hat {\rvx }_\theta (\rvz _{\phi _{t}}) + \sin (\phi _s)\hat {\rvepsilon }_{\theta }(\rvz _{\phi _{t}})\\ =&\cos (\phi _{s})(\cos (\phi _t)\rvz _{\phi _{t}} - \sin (\phi _t)\hat \rvv _\theta (\rvz _{\phi _t})) + \\ &\sin (\phi _s)(\sin (\phi _t) \rvz _{\phi _t} + \cos (\phi _t)\hat \rvv _\theta (\rvz _{\phi _t}))\\ =&[\cos (\phi _{s})\cos (\phi _t) {\color {RoyalBlue}{\boldsymbol {+}}} \sin (\phi _s)\sin (\phi _t)]\rvz _{\phi _{t}} + \\ &[\sin (\phi _s)\cos (\phi _t) - \cos (\phi _{s})\sin (\phi _t)]\hat \rvv _\theta (\rvz _{\phi _t}). \end {aligned} 


 












  


  


(7)

Finally, we use the trigonometric identities

  \begin {aligned} {\color {RoyalBlue}{\cos (\phi _{s})\cos (\phi _t) + \sin (\phi _s)\sin (\phi _t)}} &= \cos (\phi _s - \phi _t) \\ \sin (\phi _s)\cos (\phi _t) - \cos (\phi _{s})\sin (\phi _t) &= \sin (\phi _s - \phi _t), \end {aligned}        

      
(8)

to find that1

  \rvz _{\phi _{s}} = \cos (\phi _s - \phi _t)\rvz _{\phi _{t}} + \sin (\phi _s - \phi _t)\hat \rvv _\theta (\rvz _{\phi _t}).         (9)

or equivalently

  \rvz _{\phi _{t}-\delta } = \cos (\delta )\rvz _{\phi _{t}} - \sin (\delta )\hat \rvv _\theta (\rvz _{\phi _t}). 


 (10)

Viewed from this perspective, DDIM thus evolves zϕs
by

moving it on a circle in the (zϕt
, v̂ϕt

) basis, along the −v̂ϕt

direction. When SNR is set to zero, the v-prediction ef-
fectively reduces to the x0-prediction. The relationship be-
tween zϕt ,vt, αt, σt,x, ϵ is visualized in Fig. 2.

Figure 2. Visualization of reparameterizing the diffusion process
in terms of ϕ and vϕ. We highlight the scenario where SNR is
equal to zero in orange.

D. More Empirical Details
D.1. Detailed Algorithm

Due to space limitations, we omitted some implementation
details in the main body, but we provided a detailed ver-
sion of the OMS based on DDIM sampling in Alg. 1. This
example implementation utilizes v-prediction for the OMS
and ϵ-prediction for the pre-trained model.

1The highlighted part corrects minor errors that occurred in Eqs 34 and
35 from [7]

Algorithm 1: DDIM Sampling with OMS
Require: Pre-trained Diffusion Pipeline with a

model θ to perform ϵ-prediction.
Require: One More Step module ψ(·)
Input: OMS Text Prompt Cψ , OMS CFG weight ωψ
Input: Text Prompt Cθ, Guidance weight ωθ, Eta σ
# Introduce One More Step
z ∼ N (0, I) ;
xS
T ∼ N (0, I);

# Classifier Free Guidance at One More Step Phase
if ωψ > 1 then

x̃S
0 = −ψcfg(x

S
T , Cψ, ∅, ωψ) ;

else
x̃S
0 = −ψ(xS

T , Cψ) ;
end

x̃T
T =

√
ᾱT
T x̃

S
0 +

√
1− ᾱT

T − σ2xS
T + σz ;

# Sampling from Pre-trained Diffusion Model
for t = T, . . . , 1 do

z ∼ N (0, I) if t > 1, else z = 0;
if t=T then

if ωθ > 1 then
ϵ̃T = θcfg(x̃

T
T , Cθ, ∅, ωθ) ;

else
ϵ̃T = θ(x̃T

t , Cθ) ;
end

x̃T−1 =
√
ᾱT−1

(
x̃T
T −

√
1−ᾱT

T ϵ̃T√
ᾱT

T

)
+√

1− ᾱT−1 − σ2ϵ̃T + σz ;
else

if ωθ > 1 then
ϵ̃t = θcfg(x̃t, Cθ, ∅, ωθ) ;

else
ϵ̃t = θ(xT

t , Cθ) ;
end
x̃t−1 =

√
ᾱt−1

(
x̃t−

√
1−ᾱtϵ̃t√
ᾱt

)
+√

1− ᾱt−1 − σ2ϵ̃t + σz
end

end
return x̃0

The derivation related to prediction of x̃T
T in Eq.20 can

be obtained from Eq.12 in [9]. Given xt, one can generate
x0:

  \tilde {\rvx }_{t-1} = \sqrt {\bar {\alpha }_{t-1}}\left (\frac {\tilde {\rvx }_{t}-\sqrt {\bar {\alpha }_t} \tilde \eps _t}{\sqrt {\bar \alpha _t}}\right ) + \sqrt {1-\bar {\alpha }_{t-1} - \sigma _t^2}\tilde \eps _t +\sigma _t\rvz , \label {ddim_org} 














  



(11)
where x̃t0 is parameterised by x̃t−

√
ᾱtϵ̃t√
ᾱt

. In OMS phase,
ᾱS
T = 0 and ᾱS

T−1 = ᾱT
T . According to Eq.9, the OMS



module ψ(·) directly predict the direction v of the data,
which is equal to −x̃S

0 :

  \tilde {\rvx }_0^{\mathcal {S}} := - \rvv _{\psi }(\rvx _T^{\mathcal {S}}, \mathcal {C}). 
 


   (12)

Applying these conditions to Eq. 11 yields the following:

  \tilde {\rvx }_{T}^{\mathcal {T}} = \sqrt {\bar {\alpha }_T^{\mathcal {T}}} \tilde {\rvx }_0^{\mathcal {S}} + \sqrt {1-\bar {\alpha }_T^{\mathcal {T}} - \sigma ^2} \rvx _T^{\mathcal {S}} + \sigma \rvz 












 
   (13)

D.2. Additional Comments

Alternative training targets for OMS As we discussed
in Sec 3.2, the objective of v-prediction at SNR=0 sce-
nario is exactly the same as negative x0-prediction. Thus
we can also train the OMS module under the L2 loss be-
tween ∥x0 − x̃0∥22, where the OMS module directly predict
x̃0 = ψ(xS

T , C).

Reasons behind versatility The key point is revealed in
Eq.20. The target prediction of OMS module is only fo-
cused on the conditional mean value x̃0, which is only re-
lated to the training data. xS

T is directly sampled from
normal distribution, which is independent. Only ᾱT is
unique to other pre-defined diffusion pipelines, but it is non-
parametric. Therefore, given an xS

T and an OMS module
ψ, we can calculate any xT

T that aligns with the pre-trained
model schedule according to Eq.20.

Consistent generation Additionally, our study demon-
strates that the OMS can significantly enhance the coher-
ence and continuity between the generated images, which
aligns with the discoveries presented in recent research [3]
to improve the coherence between frames in the video gen-
eration process.

D.3. Implementation Details

Dataset The proposed OMS module and its variants were
trained on the LAION 2B dataset [8] without employing
any specific filtering operation. All the training images are
first resized to 512 pixels by the shorter side and then ran-
domly cropped to dimensions of 512 × 512, along with a
random flip. Notably, for the model trained on the pre-
trained SDXL, we utilize a resolution of 1024. Addition-
ally, we conducted experiments on LAION-HR images with
an aesthetic score greater than 5.8. However, we observed
that the high-quality dataset did not yield any improvement.
This suggests that the effectiveness of our model is indepen-
dent of data quality, as OMS predicts the mean of training
data conditioned on the prompt.

OMS scale variants We experiment with OMS modules
at three different scales, and the detailed settings for each
variants are shown in Table 1. Combining these with three

Model OMS-S OMS-B OMS-L

Layer num. 2 2 2
Transformer blocks 1 1 1
Channels [32, 64, 64] [160, 320, 640] [320, 640, 1280, 1280]
Attention heads [2, 4, 4] 8 [5, 10, 20, 20]
Cross Attn dim. 768/1024/4096 768/1024/4096 768/1024/4096
# of OMS params 3.3M/3.7M/8.1M 151M/154M/187M 831M/838M/915M

Table 1. Model scaling variants of OMS.

OMS Scale CLIP ViT-L OpenCLIP ViT-H T5-XXL

OMS-S 45.87 45.30 45.35
OMS-B 46.85 45.74 45.77
OMS-L 46.68 45.65 45.19

(a) ImageReward results among different OMS scales and text encoders

OMS Scale CLIP ViT-L OpenCLIP ViT-H T5-XXL

OMS-S 21.82 21.82 21.80
OMS-B 21.83 21.82 21.81
OMS-L 21.82 21.82 21.80

(b) PickScore results among different OMS scales and text encoders

Table 2. Experiment results among different OMS scales and text
encoders on pre-trained SD2.1.

different text encoders results in a total of nine OMS mod-
ules with different parameters. As demonstrated in Table 2,
we found that OMS is not sensitive to the number of pa-
rameters and the choice of text encoder used to extract text
embeddings for the OMS network.

FID CLIP ImageReward PickScore

zsnr [5] 12.17 0.2586 0.3668 21.79
Ours 15.72 0.2628 0.4565 21.82
Table 3. Quantitative Comparison between OMS and [5].

Hyper-parameters In our experiments, we employed the
AdamW optimizer with β1 = 0.9, β2 = 0.999, and a
weight decay of 0.01. The batch size and learning rate are
adjusted based on the model scale, text encoder, and pre-
trained model, as detailed in Tab. 4. Notably, our observa-
tions indicate that our model consistently converges within
a relatively low number of iterations, typically around 2,000
iterations being sufficient.

Hardware and speed All our models were trained using
eight 80G A800 units, and the training speeds are provided
in Tab. 4. It is evident that our model was trained with high
efficiency, with OMS-S using CLIP ViT-L requiring only
about an hour for training.



Model Batch size Learning rate Training time

OMS-S/CLIP (SD2.1) 512 5.0e-5 1.21h
OMS-B/CLIP (SD2.1) 512 5.0e-5 1.37h
OMS-L/CLIP (SD2.1) 512 5.0e-5 1.98h
OMS-S/OpenCLIP (SD2.1) 512 5.0e-5 1.21h
OMS-B/OpenCLIP (SD2.1) 512 5.0e-5 1.37h
OMS-L/OpenCLIP (SD2.1) 512 5.0e-5 2.00h
OMS-S/T5 (SD2.1) 256 3.5e-5 1.49h
OMS-B/T5 (SD2.1) 256 3.5e-5 1.56h
OMS-L/T5 (SD2.1) 256 3.5e-5 2.07h
OMS-S/OpenCLIP (SDXL) 128 2.5e-5 1.46h
OMS-B/OpenCLIP (SDXL) 128 2.5e-5 1.65h
OMS-L/OpenCLIP (SDXL) 128 2.5e-5 2.68h

Table 4. Distinct hyper-parameters and training speed on different
model. All models are trained for 2k iterations using 8 80G A800.

D.4. OMS Versatility and VAE Latents Domain

The output of the OMS model is related to the training data
of the diffusion phase. If the diffusion model is trained in
the image domain, then our image domain-based OMS can
be widely applied to these pre-trained models. However,
the more popular LDM model has a VAE as the first stage
that compresses the pixel domain into a latent space. For
different LDM models, their latent spaces are not identical.
In such cases, the training data for OMS is actually the la-
tent compressed by the VAE Encoder. Therefore, our OMS
model is versatile for pre-trained LDM models within the
same VAE latent domain, e.g., SD1.5, SD2.1 and LCM.

Our analysis reveals that the VAEs in SD1.5, SD2.1, and
LCM exhibit a parameter discrepancy of less than 1e-4 and
are capable of accurately restoring images. Therefore, we
consider that these three are trained diffusion models in the
same latent domain and can share the same OMS module.
However, for SDXL, our experiments found significant de-
viations in the reconstruction process, especially in more
extreme cases as shown in Fig. 3. Therefore, the OMS mod-
ule for SDXL needs to be trained separately. But it can still
be compatible with other models in the community based
on SDXL.

If we forcibly use the OMS trained with the VAE of the
SD1.5 series on the base model of SDXL, severe color dis-
tortion will occur whether we employ latents with unit vari-
ance. We demonstrate some practical distortion case with
the rescaled unit variance space in Fig. 4. The observed
color shift aligns with the effect shown in Fig. 3, e.g., Black
→ Red.

E. More Experimental Results

E.1. Comparison with [5]

We further evaluate the released model 2 of [5] on the
COCO 10k as shown in 3.

2The model can be download from here

(a) Encode and Decode Black Image with Different VAEs

(b) Encode and Decode White Image with Different VAEs

Figure 3. The offset in compression and reconstruction of different
series of VAEs.

E.2. LoRA and Community Models

In this experiment, we selected a popular community model
GhostMix 2.0 BakedVAE 3 and a LoRA MoXin 1.0 4.
In Fig. 6 & Fig. 7, we see that the OMS module can be ap-
plied to many scenarios with obvious effects. LoRA scale
is set as 0.75 in the experiments. We encourage readers
to adopt our method in a variety of well-established open-

3GhostMix can be found at https://civitai.com/models/36520
4MoXin can be found at https://civitai.com/models/12597

https://huggingface.co/ByteDance/sd2.1-base-zsnr-laionaes6


(a) Close-up portrait of a man wearing suit posing in a dark studio,
rim lighting, teal hue, octane, unreal

(b) A starry sky

Figure 4. Examples of distortion due to incompatible VAEs. Use
the OMS model trained on SD1.5 VAE to forcibly conduct in-
ference on SDXL base model. The upper layer of each subfig-
ure shows the results sampled using the original model, while the
lower layer shows the results of inference using the biased OMS
model.

source models to enhance the light and shadow effects in
generated images.

We also do some experiment on LCM-LoRA [6] with
SDXL for fast inference. The OMS module is the same as
we used for SDXL.

E.3. Additional Results

Here we demonstrate more examples based on SD1.5 Fig. 8,
SD2.1 Fig. 9 and LCM Fig. 10 with OMS. In each subfig-
ure, top row are the images directly sampled from raw pre-
trained model, while bottom row are the results with OMS.
In this experiment, all three pre-trained base model share
the same OMS module.

Limitations
We believe that the OMS module can be integrated into the
student model through distillation, thereby reducing the cost
of the additional step. Similarly, in the process of train-
ing from scratch or fine-tuning, we can also incorporate the
OMS module into the backbone model, only needing to as-
sign a pseudo-t condition to the OMS. However, doing so
would lead to changes in the pre-trained model parameters,

and thus is not included in the scope of discussion of this
work.
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(a) close-up photography of old man standing in the rain at night, in a
street lit by lamps, leica 35mm summilux, SDXL with LCM-LoRA, LCM
Scheduler with 4 Steps. CFG weight is 1 (no CFG), Seed 1337. Mean value
is 0.24.

(b) close-up photography of old man standing in the rain at night, in a
street lit by lamps, leica 35mm summilux, SDXL with LCM-LoRA, LCM
Scheduler with 4 + 1 (OMS) Steps. Base model CFG weight is 1 and OMS
CFG weight is 2. Seed 1337. Mean value is 0.14.

Figure 5. LCM-LoRA on SDXL for the reproduced result.



(a) portrait of a woman standing , willow branches, masterpiece, best quality, traditional chinese ink painting,
modelshoot style, peaceful, smile, looking at viewer, wearing long hanfu, song, willow tree in background,
wuchangshuo, high contrast, in dark, black

(b) The moon and the waterfalls, night, traditional chinese ink painting, modelshoot style, masterpiece, high
contrast, in dark, black

Figure 6. Examples of SD1.5, Community Base Model GhostMix and LoRA MoXin with OMS leading to darker images.



(a) portrait of a woman standing , willow branches, masterpiece, best quality, traditional chinese ink painting,
modelshoot style, peaceful, smile, looking at viewer, wearing long hanfu, song, willow tree in background,
wuchangshuo, high contrast, in sunshine, white

(b) (masterpiece, top quality, best quality, official art, beautiful and aesthetic:1.2), (1girl), extreme de-
tailed,(fractal art:1.3),colorful,highest detailed, high contrast, in sunshine, white

Figure 7. Examples of SD1.5, Community Base Model GhostMix and LoRA MoXin with OMS leading to brighter images.



(a) Aerial view of a vibrant tropical rainforest, filled with lively green vegetation and colorful flowers, sunlight
piercing through the canopy, high contrast, vivid colors

(b) Tropical beach at sunset, the sky in splendid shades of orange and red, the sea reflecting the sun’s afterglow,
clear silhouettes of palm trees on the beach, high contrast, vivid colors

(c) A cityscape at night with neon lights reflecting off wet streets, towering skyscrapers illuminated in a
kaleidoscope of colors, high contrast between the bright lights and dark shadows

Figure 8. Additional Samples from SD1.5, top row from original model and bottom row with OMS.



(a) Aerial view of a vibrant tropical rainforest, filled with lively green vegetation and colorful flowers, sunlight
piercing through the canopy, high contrast, vivid colors

(b) Tropical beach at sunset, the sky in splendid shades of orange and red, the sea reflecting the sun’s afterglow,
clear silhouettes of palm trees on the beach, high contrast, vivid colors

(c) A cityscape at night with neon lights reflecting off wet streets, towering skyscrapers illuminated in a
kaleidoscope of colors, high contrast between the bright lights and dark shadows

Figure 9. Additional Samples from SD2.1, top row from original model and bottom row with OMS.



(a) Aerial view of a vibrant tropical rainforest, filled with lively green vegetation and colorful flowers, sunlight
piercing through the canopy, high contrast, vivid colors

(b) Tropical beach at sunset, the sky in splendid shades of orange and red, the sea reflecting the sun’s afterglow,
clear silhouettes of palm trees on the beach, high contrast, vivid colors

(c) A cityscape at night with neon lights reflecting off wet streets, towering skyscrapers illuminated in a
kaleidoscope of colors, high contrast between the bright lights and dark shadows

Figure 10. Additional Samples from LCM, top row from original model and bottom row with OMS.
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