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Figure S1. Visualization of the hierarchical structure in cross-
attack setting when FlexibleMask is considered as the test dataset.
We selected 10 prototypes with 4 samples in the source dataset and
2 samples from the target dataset (in the red box) as examples.

1. Visualization of Cross-attack Setting

We display more visualization results on cross-attack set-
tings to show the effectiveness of our HPL as shown in
Figure S1. We observe that the live category exhibits a
higher level of consistency in its general distribution com-
pared to attack samples. This can be attributed to the fact
that live samples are collected in well-conditioned environ-
ments. Additionally, we notice that the samples assigned
to the same prototype within the live category tend to share
similar environmental conditions. In the case of attack sam-
ples, we find that those with a lower LCA (Lowest Com-
mon Ancestor) tend to exhibit similarities in terms of the
attack medium. For instance, Prototypes A, B, and C con-
tain the samples significant differences compared to the live
face samples, which utilize paper masks or rigid masks to
fully conceal the human face. On the other hand, Proto-
types D and E contain samples more similar to the live face
samples, which only utilize makeup, glasses, and tattoos to
conceal the partial face. In the target dataset, the samples
with only the flexible mask are assigned to Prototypes A, B,
and C since they exhibit significant differences compared

Figure S2. Visualization of all 20 prototypes with 5 samples in
every row on O&C&M to I task.

to the live images, primarily due to the absence of a real
human wearing. The samples of flexible masks worn by a
human have been assigned to Prototypes D and E. This as-
signment is based on the fact that these samples contain live
features such as hair, eyes, and ears, which closely resem-
ble the characteristics observed in live images. It indicates
that our HPL can generate a meaningful hierarchical struc-
ture and categorize the samples purposefully to align the
features more accurately.

2. Visualization of all Prototypes

We further visualize the samples of all 20 prototypes on the
O&C&M to I task in Figure S2. Each prototype displays 5
samples in the same row, which indicates that the samples
assigned to the same prototype contain a high consistency.
For live samples, all samples assigned to the same proto-
types share a similar environment condition (e.g. lighting,
contrast, white balance, efc.). All samples from the same
row display a similar capture condition. For attack samples,



O&C&Mtol O&C&ItoM I&C&M to O O&M&Ito C
Backbone Method
HTER(%) AUC(%) HTER(%) AUC(%) HTER(%) AUC(%) HTER(%) AUC(%)
SSDG-R [6] 11.71 96.59 7.38 97.17 15.61 91.54 10.44 95.94
SSAN-R [15] 8.88 96.79 6.67 98.75 13.72 93.63 10.00 96.97
ResNet-18  PatchNet [14] 13.40 95.67 7.10 98.46 11.82 95.70 11.33 94.58
SA-FAS [13] 6.58 97.54 5.95 96.55 10.00 96.23 8.78 95.37
Ours' 6.87 96.63 2.50 98.82 17.91 90.72 10.18 95.03
IADG IADG [18] 10.62 94.50 5.41 98.19 8.86 97.14 8.70 96.44
Ours 7.63 96.12 9.16 97.13 7.84 97.32 4.63 99.21

Table S1. Comparison with face anti-spoofing methods on four testing tasks for domain generalization on ResNet-18 backbone and the
embedding part of IADG. f: Due to the lack of pretrain model with ImageNet on ResNet-18 in hyperbolic space, we train our method from

scratch.

# None-leaf Prototype O0&M&I to C
HTER(%) AUC(%)

32 15.92 92.02
64 14.44 93.00
128 12.40 93.15
256 (Ours) 11.30 94.42
512 13.33 93.02
1024 14.44 93.18

Table S2. Ablation study on the number of none-leaf prototypes.

the samples with similar attack types and attack mediums
(e.g. print paper type, display devices, efc.) are easier to as-
sign to the same prototype. This visualization indicates the
effectiveness of our HPL module which forms meaningful
prototypes with consistent sample features.

3. Comparison Result with Different Backbone

We have compared our proposed methods with the embed-
ding part of DepthNet [10] and show promising results. To
study our method with different backbones in this section,
we compared our methods with different backbones like
ResNet-18 [4] and embedding part of IADG [18]. The re-
sult is shown in Table S1. Due to the lack of the pretrain
model on ImageNet in ResNet-18 backbone, our method
trains with the ResNet-18 from scratch and still shows a
comparable result. For the embedding part of the IADG, our
method shows a promising result Compared to the IADG,
which plugs the Categorical Style Assembly module to gen-
erate style-diversified samples for better generalization abil-
ity, our method shows a promising result, which indicates
that the generated samples with diverse styles enrich the do-
main information and our HPDR can model this complex
distribution in hyperbolic space with hierarchical structure
and improve the generalization.
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Figure S3. The feature distribution with different numbers of
none-leaf prototypes in O&M&I to C task.

4. Comparison Result on WMCA Dataset

In this section, we apply the experiments on the re-
cent dataset WMCA [2]. The experimental result of the
grandtest (seen) and leave-one-out unseen attack protocols
is shown in Table S3. We conduct our method with the



Method Seen Unseen Average
Glasses Rigid Mask Fake Head Flexible Mask Paper Mask Print Replay

ResNet50 w/CCL [9] 30.69 16.80 17.62 24.67 4.76 9.51 19.03 15.37 15.39+6.51
Aux.(Depth) w/CCL [9] 30.62 10.17 27.32 40.00 7.41 11.67 16.11 12.76 17.92+11.66
CDCN w/CCL [9] 27.14 35.13 15.10 21.82 7.18 18.91 20.53 11.79 18.64+8.91
EPCR [16] - 41.61 2.78 4.97 9.91 2.47 0.28 20.89 11.85+14.85
ViT [1, 7] 6.89 34.52 4.86 10.01 22.56 6.07 2.65 23.11 14.83+12.00
ViT-Hyp [3] 6.34 34.47 5.40 4.00 18.46 5.10 1.13 17.90 12.35+£11.93
ViT-Hyp-HCL [3] 5.62 26.64 3.88 435 20.68 3.47 0.91 20.73 11.52+10.68
Ours 6.32 23.97 3.78 4.68 17.90 11.72 0.00 10.89 10.42+8.44

Table S3. Unimodal results of seen and unseen protocols on WMCA dataset. The values ACER(%) reported on testing sets are obtained
with thresholds computed for BPCER=1% on development sets. The best results are bolded.

CS—W SW — C CW — S Avg.
Method
TPR@ TPR@ TPR@

HTER AUC FPR=1% HTER AUC FPR=1% HTER AUC FPR=1% HTER

ViT [5] 7.98 97.97 73.61 11.13 95.46 47.59 13.35 94.13 49.97 10.82

FLIP-V [12] 6.13 97.84 50.26 10.89  95.82 53.93 1248 9443 53.00 9.83

0-shot  FLIP-IT [12] 4.89 98.65 59.14 10.04 96.48 59.4 15.68 91.83 43.27 10.2
FLIP-MCL [12] 4.46 99.16 83.86 9.66 96.69 59.00 11.71 95.21 57.98 8.61

Ours 4.39 99.26 87.78 2.11 99.82 95.13 14.57 92.76 50.93 7.02

Table S4. Evaluation of cross-domain on WCS benchmark, between CASIA-SUREF (S), CASIA-CeFA (C), and WMCA (W). We report

the mean HTER, AUC, and TPR@FPR=1%

ResNet18 backbone and obtain a promising result on both
seen and unseen settings even compared to the methods
with the ViT backbone, which indicates the effectiveness
of our method.

5. Comparison Result on CSW Benchmark

We also conduct the experiments on a more complex cross-
domain setting, CSW benchmark, as shown in Table S4.
We utilize three public datasets including CASIA-SURF
(denoted as S) [17], CASIA-CeFA (denoted as C) [8], and
WMCA (denoted as W) [2]. We train the model with two
of the dataset and test on the rest one, with three settings in-
cluding CS—W, SW—C, and CW—S. We follow the previ-
ous setting in FLIP [12] and apply our method with the same
backbone of FLIP as the embedding part of the CLIP [11].
Our method shows a good result even in the complex cross-
domain setting, which indicates that our hierarchical learn-
ing improves the generalization ability.

6. Ablation Study on None-leaf Prototypes

In this section, we explore the influence of none-leaf proto-
types. We conduct the experiment on O&M&I to C task and
show the result in Table S2. We find that, when the proto-
types increase first, the performance is better, the reason is
that, more none-leaf prototypes facilitate the construction of
the hierarchical structure. When the none-leaf prototype is
still increasing, the performance degrades a little. It shows

Lop-rca Lp-orign Lrpica) —omeIt0C
HTER AUC
1407 92.04
v 1240  93.14
v 1333 9221
v 1398 92.63
v v 1201 94.01
v 4 12.00  93.90
v v 1314 9272
Y v v 11.30 9443

Table S5. Ablation study on loss function of Lpp.

that too many none-leaf prototypes may make it harder to
optimize an effective solution. Also, more none-leaf proto-
types will introduce more parameters which is computation-
cost for training. We visualize the feature distributions with
different none-leaf prototypes in Figure S3. When none-leaf
prototype number is small, HPL faces difficulty in form-
ing an elaborate hierarchical structure. With the increase of
the none-leaf prototype number, the hierarchical structure
is more clear. Nevertheless, with too many none-leaf pro-
totypes, HPL cannot form an effective hierarchical struc-
ture due to the difficulty in optimizing too many prototypes.
Also, most of the prototypes are underutilized as shown in
Figure S3 (e-f), which may hinder the performance.



7. Ablation Study on Prototype-prototype Loss

Further, we apply the ablation on Lpp_rca (Eq.15),
Lp_origin (Eq.16) and Lpp_jcqr (Eq.17) three compo-
nents of Lpp in Table S5. We find that: 1) Lpp_rca
plays the most important role with a large gain in perfor-
mance, which indicates the importance of building a hier-
archical structure. 2) With Lpp_jeqr and Lp_origin, the
leaf prototypes are more representative and perform better,
which shows these loss functions improve the distribution
of the samples. 3) With only Lpp_jeas OF Lp_0rigin, for
lack of hierarchical structure, the performance improves lit-
tle. 4) Our Lpp with all three components performs best,
indicating all losses’ effectiveness.
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