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In this supplementary material, we will provide the de-
tailed implementations of our model in Section S1, more
supplementary results in Section S2, and more visualization
in Section S3.

S1. More Implementation Details
In Section 4 of the main paper, we deployed our methods on
our baseline (S4Former) together with two previous SOTA
works: UniMatch [8] and AugSeg [11]. This section first
shows the detailed implementation of our methods and sup-
plements different settings of ablation experiments in Sec-
tion 4.3 of the main paper.

S1.1. Algorithm.

In a nutshell, the overall framework can be summarized in
the Algorithm 1. When implementing our methods on Uni-
Match [8], we replace the feature dropout head with our
Patch-Adaptive Self-Attention (PASA) for feature perturba-
tion. To implement AugSeg [11], we replace the original
CutMix in strong augmentations for the student image xS

with the proposed Adaptive CutMix [11], and combine it
with our PatchShuffle as the novel strong augmentation.

S1.2. Training Details.

Network. We set the total batch size equal to 16, consisting
of 8 labeled images and 8 unlabeled images. We loaded the
weights pre-trained on ImageNet-1K for the encoder and
randomly initialized the decoder. The EMA update mo-
mentum is set to 0.999. For models based on SETR (DeiT-
Base) [12], an SGD optimizer with a momentum of 0.9 and
a polynomial learning-rate decay with an initial value of
0.001 (×10 for the decoder) are adopted to train the model.
For models based on SegFormer (MiT-B4) [7], an Adam
optimizer and a polynomial learning-rate decay with an ini-
tial value of 6e-5 (×10 for the decoder) are adopted to train
the model.
Data. For Pascal VOC 2012, the images are randomly
cropped into 512×512 for training, and the total training
epoch is 80K. For COCO, the images are randomly cropped

into 512×512 for training, and the total training epoch is
160K. For Cityscapes, the images are randomly cropped
into 768×768 for training, and the total training epoch is
40K. We also use the sliding evaluation for Cityscapes as
previous works [6, 8, 11] to examine the performance on
validation images with a resolution of 1024×2048.

S1.3. Different Ablation Settings

As discussed in Section 4.3 of the main paper, we used dif-
ferent attention-mask adjustments and different regulariza-
tion losses for ablation studies. We first show the details of
different attention-mask adjustments, where Rand strategy
uses random scaled numbers to adjust the attention mask,
Reverse1 emphasizes the self-attention of confident regions
within high-confidence areas, and Reverse2 encourages less
confident regions to focus more on high-confidence coun-
terparts. They are shown as follows:
Rand:

Mij = α · Random[0, 1], (1)

where Random[0,1] means a random number between 0
and 1.
Reverse1:

Mij =

{
α · C̄T

j if C̄T
i > Median(C̄T ),

0 otherwise.
(2)

Reverse2:

Mij =

{
0 if C̄T

i > Median(C̄T ),

α · C̄T
j otherwise.

(3)

We further tried another implementation where both the
confidence of i-th patch and j-th patch can directly adjust
Mij as:

Mij = α · (1− C̄T
j )(1− C̄T

i ). (4)

After tuning α, we can achieve improved performance with
scores of 78.8% and 78.4% for α values of 50 and 100, re-
spectively, against our original 77.9% with 92 labeled im-
ages of Pascal VOC.
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Algorithm 1 S4Former Training

1: Input : DL, DU ▷ labeled and unlabeled data
2: Input : model θ (θE for encoder, θD for decoder) , strong augmentation A
3: Output : optimized model θ
4: Initialize θT = θS = θ randomly at iteration t = 0

5: for t < MaxIter do
6: {XL, Y L} ← DL, {XU} ← DU ▷ sample a mini-batch
7: # For supervised labeled data:
8: P (Y |XL; θS)← θS(XL) ▷ model prediction (softmax probability)
9: Ll(XL, Y L)← CE(Y L, P (Y |XL; θS)) ▷ cross-entropy loss in Eq. (2)

10: # For unlabeled data:
11: P (Y |XU ; θT )← θT (XU ) ▷ teacher model prediction (softmax probability) without gradient
12: CT ← MAX(P (Y |XU ; θT )) ▷ generate confidence map
13: Y T ← ARGMAX(P (Y |XU ; θT )) ▷ generate pseudo labels
14: FA(XU , θS)← θSE(A(XU )) ▷ student feature for augmented view
15: F PASA(XU , θS)← θSE(X

U , CT ) ▷ student feature with PASA in Sec 3.3
16: if A() is PATCHSHUFFLE() then FA(XU , θS)← A−1(F (XU , θS))

17: end if ▷ feature restoration in Sec 3.2
18: PA(Y |XU ; θS)← θSD(FA(XU , θS))

19: P PASA(Y |XU ; θS)← θSD(F PASA(XU , θS))

20: Lu
CE(X

U )← CE(Y T , PA(Y |XU ; θ
S)) + CE(Y T , P PASA(Y |XU ; θ

S))

21: Lu
NCR(X

U )← NCR(P (Y |XU ; θT ), P (Y |XU ; θ
S)) + NCR(P (Y |XU ; θT ), P PASA(Y |XU ; θ

S)) ▷ NCR loss
22: Lu(XU ) = 1/2(Lu

CE(X
U ) + Lu

NCR(X
U )

23: # Model update:
24: θS ← θS −∇θSLl(XL, Y L) + Lu(XU )

25: θT ← µθT + (1− µ)θS ▷ teacher model update in Eq. (1)
26: end for
27: Return θS

For different regularization losses over student predic-
tions pS with pseudo-label ỹ, Soft applies the cross entropy
loss with soft labels and All-CR denotes the approach of ap-
plying L2 distance loss across all classes. They are shown
as follows:

Soft:

LSoft = − log

(
exp(pSỹ /T )∑K
k=1 exp(p

S
k /T )

)
, (5)

where T is temperature, we use T = 2 to produce a softer
probability distribution over classes. K is the number of
classes.

All-CR:

LAll−CR =
∑
k∈K

(
p̂Tk − p̂Sk

)2
, where

p̂T or S
k =

exp(pT or S
k )∑

k∈K exp(pT or S
k )

(6)

The All-CR loss is calculated as the L2 distance between
normalized probabilities over all the K classes.

S2. Additional Results

Additional results on SOTA methods. We show the de-
tailed numbers of Figure 6 of the main paper in Table S1.
Additional results on the effect of proposed compo-
nents. We include additional results on the effect of
proposed components individually and in different com-
binations (Table S2). When 1/8 of images are labeled,
though “PatchShuffle + NCR” performs worse than using



Dataset Split Pascal VOC classic Pascal VOC blend
Backbone Methods 1/16 (92) 1/8 (183) 1/4 (366) 1/2 (732) Full (1464) 1/16 (662) 1/8 (1323) 1/4 (2646)

Sup-Only 50.7 59.1 65.0 70.6 74.1 67.5 71.1 74.2
U2PL [6] 68.0 69.2 73.7 76.2 79.5 74.4 77.6 78.7

PS-MT [3] 65.8 69.6 76.6 78.4 – 75.5 78.2 78.7
iMAS [10] 70.0 75.3 79.1 80.2 82.0 77.2 78.4 79.3

AugSeg [11] 71.1 75.5 78.8 80.3 81.4 77.0 77.3 78.8

DeepLabV3+
(ResNet101)

UniMatch [8] 75.2 77.2 78.8 79.9 81.2 78.1 78.4 79.2
Sup-Only 67.7 72.8 77.4 80.7 82.5 76.6 77.8 79.9

S4Former-Base 75.8 77.4 80.0 81.7 83.9 79.0 80.1 80.7

+ Ours
80.1

(+4.3)
81.3

(+3.9)
82.4

(+2.4)
83.2

(+1.5)
85.0

(+1.1)
79.9

(+0.9)
80.5

(+0.4)
81.3

(+0.6)
UniMatch 76.2 77.6 80.6 82.5 83.6 78.3 80.5 80.5

+ Ours
79.3

(+3.1)
80.4

(+2.8)
81.9

(+1.3)
83.4

(+0.9)
84.7

(+1.1)
78.9

(+0.6)
80.7

(+0.2)
80.9

(+0.4)
AugSeg 77.7 80.1 82.1 82.5 83.9 79.3 80.4 80.9

SETR
(DeiT-Base)

+ Ours
80.3

(+2.6)
81.3

(+1.2)
82.8

(+0.7)
83.2

(+0.7)
84.6

(+0.7)
80.0

(+0.7)
80.8

(+0.4)
81.3

(+0.4)

Table S1. Comparison of mIoU (%) between state-of-the-art and ours methods on the Pascal VOC 2012 dataset. Results are presented for
two dataset splits following previous works [8, 11]: classic, with labeled samples drawn from the original dataset, and blend, with labeled
samples drawn from the augmented dataset inclusive of SBD. The fractions (e.g., 1/16) and numbers (e.g., 92) denote the proportion and
number of labeled images. Best performances for DeepLabV3+ and our architecture are highlighted with underline and bold, respectively.

PatchShuffle PASA NCR 1/16 1/8
75.8 77.4

✓ 78.4 80.7
✓ 77.9 79.4

✓ 77.5 78.7
✓ ✓ 79.6 81.1

✓ ✓ 78.3 79.7
✓ ✓ 79.6 79.3
✓ ✓ ✓ 80.1 81.3

Table S2. Performance comparison with different components.
Results for the Pascal VOC 2012 classic settings.

PatchShuffle alone, it performs better when further com-
bined with PASA. Overall, combining all our proposed reg-
ularization strategies from all the image, feature and out-
put ends delivers robust results. We further compare our
PatchShuffle with other existing image augmentations in
Table S3. Those methods either mask out or mix some re-
gions of the current image with another one. One can ob-
serve that our method achieves competitive performance in
terms of strong image augmentations for student images.
Notably, although ClassMix [4] yields a slightly higher IoU
(i.e., 0.4%), our method can be synergistically combined
with existing techniques for enhanced results.
Additional results on ViT-L. We further implement our
methods on ViT-L, which is ImageNet-21K pretrained. The

Methods mIoU
MT [5] 73.1

CutOut [1] 73.5 (+0.4)
CutMix [9] 75.8 (+2.7)

Mix/UnMix [2] 76.0 (+2.9)
ClassMix [4] 77.0 (+3.9)

PatchShuffle (Ours) 76.6 (+3.5)
+ PatchShuffle w Mix/UnMix 78.0 (+4.9)

+ PatchShuffle w ClassMix 77.8 (+4.7)
+ PatchShuffle w CutMix 78.4 (+5.3)

Table S3. Performance comparison with different strong augmen-
tation strategies for student images. Results for the Pascal VOC
2012 classic 1/16 settings.

Backbone Methods 1/16 1/8 1/4
Sup-Only 74.3 76.8 79.7

S4Former-Base 76.2 79.9 80.3SETR
(ViT-L)

+ Ours
77.6

(+1.4)
80.5

(+0.6)
81.1

(+0.8)

Table S4. Performance on ViT-L backbone. Results for the Pascal
VOC 2012 classic settings.

results are shown in Table S4, where one can observe con-
sistent improvements.



Ground Truth 𝑺𝟒Former-Base 𝑺𝟒Former-Base + Ours

car dog chair 𝟎 𝟏person bicycle sofa motorbike

Figure S1. Comparative visual results on Pascal VOC 2012 classic setting with a limited set of 92 labeled images. We show segmentation
predictions as well as the normalized attention weights across all image patches for a specific patch of interest (marked by a yellow cross).

Backbone Methods 1/16 1/8 1/4

DeepLabV3+
(ResNet101)

Base 64.5 73.0 75.6

+ PatchShuffle
68.5

(+4.0)
72.6
(-0.4)

75.4
(-0.2)

+ NCR
60.7
(-3.8)

69.4
(-3.6)

74.6
(-1.0)

Table S5. Performance evaluation of integrating PatchShuffle and
Negative Class Ranking (NCR) loss with the DeepLabV3+ model
using a ResNet101 backbone. Results for the Pascal VOC 2012
classic settings. Here, “Base” is the “FixMatch” baseline in Uni-
Match [8]. These results highlight the differential impact of our
proposed components when applied to a ConvNet-based architec-
ture, with PatchShuffle showing mixed outcomes and NCR gener-
ally leading to a decrease in performance.

Additional results on ResNet. Our exploration extended
to integrating our proposed components with the ResNet
backbone. As shown in Table S5, we observe these mod-
ifications did not consistently enhance performance and
even detrimentally impacted it. We attribute this to the in-
herent limitations of ConvNet-based frameworks. For the
PatchShuffle technique, in contrast to Transformers, which
can maintain semantic consistency with shuffled inputs due
to their adaptive global receptive fields, the fixed receptive
fields of ConvNets hinder their ability to preserve seman-
tic content when patches are shuffled. This inconsistent se-
mantic context between student and teacher predictions re-
sults in ineffective regularization. As for the Negative Class
Ranking (NCR) loss, the application on ResNet leads to

challenges due to the noisier pseudo-labels (i.e., positive la-
bels). Consequently, imposing consistency among negative
classes does not bring substantial benefits, highlighting the
architecture-specific effectiveness of our proposed methods.

S3. More Visualization
S3.1. More Attention Weights Visualizations

In Figure S1, we further visualize the normalized atten-
tion weights across all image patches for a specific patch
of interest (marked by a yellow cross). This visualiza-
tion demonstrates how our proposed components steer the
model to focus on patches that are semantically or visually
related to the selected patch, thereby facilitating more ac-
curate predictions. For instance, in the first row, the ’Base’
model initially misclassifies a “bicycle” as a “motorbike”.
This error arises because it incorrectly associates the bicy-
cle’s patch more closely with the car and other surrounding
scene elements. However, our model, by directing attention
to relevant areas such as another bicycle and the cycling
helmet, successfully avoids such misjudgments.

S3.2. Visualization of Strong Image Augmentations

We illustrate the student images with CutMix, Patchshuffle,
and PatchShuffle+CutMix in Figure S3. Color-jittering is
always used.
Visualization for NCR. Our NCR loss enhances con-
ventional consistency loss by regularizing over negative
classes, aiding the network in differentiating confusing
classes or regions. For example, it improves the distinction
between confusing class pairs “bicycle” v.s. “motorbike”



Image Ground Truth 𝑺𝟒Former-Base 𝑺𝟒Former-Base + NCR
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Figure S2. The test set (a) IoU and (b) example images to show the
improvements over confusing classes and regions with our NCR.

w PatchShuffle

w CutMixUnlabeled Student Images

CutMix w PatchShuffle

Figure S3. Visualization of CutMix [9], our proposed PatchShuffle
as well as the combination of them.

and regions of “dining table” v.s. “bottle” (see Figure S2).

S3.3. More Semantic Segmentation Visualizations

n Figure S4, we present more examples for visual compar-
isons on Pascal VOC 2012, COCO, and Cityscapes. It is ev-
ident that our proposed S4Former, with its innovative com-
ponents, consistently delivers superior segmentation quality
across these datasets.
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Figure S4. Qualitative comparisons on benchmark datasets. The number in brackets (e.g., 92) represents how many labeled images are
used. Here, we used open-sourced UniMatch models as “Previous SOTA”.
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