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Figure 1. Visualizations of the proposed SelfOcc method for 3D semantic occupancy prediction on the nuScenes validation set. We
show the six input surrounding images in the upper left and the predicted semantic occupancy from the corresponding views. The lower
parts demonstrate the predicted results in the global view (left) and bird’s eye view (right).

A. Dataset Details

The nuScenes [2] dataset consists of 1000 sequences of
various driving scenes under different weather and lighting
conditions, which are officially split into 700/150/150 se-
quences for training, validation and testing. Each sequence
lasts 20 seconds with LiDAR point cloud and RGB images
collected by 6 surround cameras, and the keyframes are
annotated at 2Hz. In addition, the Occ3D-nuScenes [12]
dataset provides 3D semantic occupancy annotations with a
resolution of 200x200x16 for 18 classes, covering an area
of 80/80/6.4 meters around the ego car in the x/y/z-axis.

*Equal contribution. †Corresponding author.

The KITTI-2015 [5] dataset holds stereo images from
two forward-facing cameras and LiDAR point cloud. Fol-
lowing [6], we use the Eigen split [4] and remove static
frames from the training set, which results in 39,810 frames
for training and 4,424 for validation.

The SemanticKITTI [1] dataset is based on the odom-
etry subset of the KITTI-2015 [5] dataset and provides vox-
elized lidar scans for 22 sequences with a resolution of
256x256x32. Each voxel has a side length of 0.2m and is
labeled with one of the 21 classes (19 semantic, 1 free and
1 unknown). In our experiments, we only use the images
from cam2 and follow the official split of the dataset, i.e.
10, 1 and 11 sequences for training, validation, and test.

1



B. Additional Implementation Details
2D segmentor for semantic prediction. For 3D se-
mantic occupancy prediction on nuScenes [2], we lever-
age the tiny version of the open-vocabulary 2D segmen-
tor OpenSeeD [16] trained on COCO2017 [10] and Ob-
jects365v1 [11] to directly predict semantic segmentation
maps for supervision. Note that although OpenSeeD ig-
nores some classes due to rarity (e.g. construction vehicle)
or semantic-ambiguity (e.g. others and other flat), we still
consider all classes when calculating mIoU.

Geometric settings. We use TPV [7] or BEV [8] uni-
formly divided to represent a cuboid area, i.e. [80, 80, 6.4]
meters around the ego car for nuScenes [2] and [51.2, 51.2,
6.4] meters in front of the ego car for SemanticKITTI [1]
and KITTI-2015 [5]. The resolution for a single TPV/BEV
grid cell is 0.4 meters for nuScenes and 0.2 meters for Se-
manticKITTI and KITTI-2015, respectively. For depth pre-
diction, we calculate metrics for depth values in the range of
[0.1, 80] meters following [6, 13]. And we evaluate depth
prediction at 1:2 resolution against the raw image.

Training settings. The resolution of input image is
384×800 for nuScenes, 370×1220 for SemanticKITTI fol-
lowing [3] and 320×1024 for KITTI-2015 following [6,
17]. For the loss weights, we set λc = λe = λH = 0.1,
λs = 0.001 if present, and the weights for the edge Ledg

and the semantic Lsem losses are 0.01 and 0.1, respectively,
if applied. We train our models on 8 RTX-3090 GPUs with
24GB memory. Experiments on SemanticKITTI [1] and
KITTI-2015 [5] take less than one day, while experiments
on nuScenes [2] finish within two days.

C. Mathematical Derivation
In this section, we further discuss the advantage of our pro-
posed MVS-embedded depth optimization over the tradi-
tional reprojection loss with mathematical derivations.

As in Eq. (8), the reprojection loss can be formulated as

Lrpj(x, It, Is;θ) =
∥∥It(x)− Is(x̂(θ))

∥∥. (1)

Then we further expand Is(x̂(θ)) according to the defini-
tion of bilinear interpolation to get

Lrpj =
∥∥It(x)− ∑

i,j∈{0,1}

wij(θ)Is
[
⌊x̂+ (i, j)⌋

]∥∥, (2)

where ⌊·⌋, ⌊x̂ + (i, j)⌋ and Is[·] denote the floor operation,
the adjacent corner pixels of x̂ and the indexing operation,
respectively. In addition, wij(θ) is the normalized interpo-
lation weight of the ijth adjacent corner pixel. Note that
once x̂ is calculated according to perspective transforma-
tion, Is[⌊x̂+ (i, j)⌋] is fixed and not differentiable with re-
spect to θ. Therefore, the receptive field of the optimiza-
tion problem in (2) is limited to only four adjacent corner

pixels involved in bilinear interpolation, which has an ad-
verse effect on the efficiency and stability of depth learning.
Moreover, the summation operation in (2) is inside the norm
bracket, which could lead to coupling of the adjacent corner
pixels and local minima.

Lmvs =

M∑
m=1

wm(θ)∥It(x)− Ix(π(x, dm,Π))∥. (3)

In contrast, our MVS-embedded depth optimization in (3)
moves the summation outside the dissimilarity metric, and
effectively enlarges the receptive field by incorporating
multiple depth candidates dm along the ray.

D. Additional Experiments

D.1. Analysis on Unbounded Regions

Unbounded regions are one key factor for autonomous driv-
ing applications, which refer to the regions outside the
boundary of 3D representations. However, we find that
these regions have negligible influence on the optimiza-
tion of SelfOcc. In Tab 1, we calculate the averaged dis-
tance (Dist2Bnd) between the predicted 3D locations of un-
bounded points and the boundary of TPV cuboid with the
model for depth estimation on nuScenes. We identify Li-
DAR points outside the TPV cuboid as unbounded points
and retrieve their corresponding pixels and rendered depths
for inverse projection. Unbounded regions are predicted
close (∼ 1m) to the boundary of TPV cuboid, thus having
little impact on the correctness of SelfOcc. We attribute
it to the noisy nature of gradients from unbounded regions
which are neutralized across samples. On the other hand,
simple nonlinear mapping could extend the representation
range of TPV to the same as methods conditioned on image-
level features (80m). We pad our original TPV planes with a
small padding size to represent the interval between 51.2m
and 80m, and the result is also reported in Tab 1.

Tab 1. Analysis on unbounded pixels.

Method Dist2Bnd (m) Abs Rel↓ Sq Rel↓ RMSE↓ δ1↑

SelfOcc 1.021 0.263 3.650 7.266 0.716
SelfOcc-Pad - 0.242 3.454 7.454 0.718

D.2. Analysis on Color Supervision

We provide further analysis on whether and how to apply
color supervision in the surround-view setting and conduct
additional experiments on nuScenes. The first question is
sampled radiance [14] or MLP-predicted radiance. Since
the nuScenes dataset is more challenging than the KITTI
dataset considering differences among surround cameras,
we think it is necessary to use the MLP-predicted radiance
to account for the viewpoint dependency of color. The sec-
ond question is whether to apply color supervision. Our
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Figure 2. Visualizations of 3D occupancy prediction on the SemanticKITTI [1] validation set.
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Figure 3. Visualizations of novel depth synthesis on the nuScenes validation set.

motivation is to incorporate texture clues with color super-
vision, since depth optimization based on photometric loss
can be very noisy in real-world outdoor scenarios. Accord-
ing to Tab 2 and Table 7, color supervision benefits occu-
pancy prediction and novel depth synthesis on both datasets.

Tab 2. Analysis on color supervision.

Method Occ. IoU↑ Occ. mIoU↑ N.D. Abs Rel↓ N.D. RMSE↓

SelfOcc 43.38 7.97 0.4003 8.460
SelfOcc w/o Lrgb 38.06 7.27 0.4013 8.474
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Figure 4. Visualizations of novel depth synthesis on the SemanticKITTI validation set.

Figure 5. Visualizations of surrounding depth prediction on the nuScenes validation set.



Figure 6. Visualizations of depth estimation on the KITTI-2015 [5] test split.
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Figure 7. Visualizations of novel view synthesis on nuScenes [2] and SemanticKITTI [1]. We use the models for novel depth synthesis
to synthesize novel views since these two tasks are similar. SelfOcc suffers from the blurring effect.

D.3. Application for Pretraining

In Tab 3, we use different number of labeled scenes
from Occ3D-nuScenes to finetune two versions of TPV-
Former with ImageNet-pretrained and SelfOcc-pretrained
weights, respectively. SelfOcc-pretrained models outper-
form ImageNet-pretrained counterparts under all settings,
which demonstrates the potential of SelfOcc as an effective
pretraining method.

Tab 3. Performance of SelfOcc for pretraining.

Pretrain 100% (IoU / mIoU) 50% (IoU / mIoU) 25% (IoU / mIoU)

ImageNet 63.29 / 29.98 59.81 / 27.24 55.70 / 23.00
SelfOcc 64.26 / 31.53 61.22 / 28.99 58.08 / 25.55

E. Visualizations
E.1. 3D Occupancy Prediction

Figure 1 shows a sampled image from the video demos 1

for 3D geometric and semantic occupancy prediction on
nuScenes [2] validation set. The demos show that SelfOcc
can successfully infer semantic and geometric occupancy
even for occluded areas. Figure 2 shows the visualizations
for 3D occupancy prediction on the SemanticKITTI [1] val-
idation set, in which SelfOcc predicts accurate shapes and
sizes of cars without any occupancy shadows.

1https://huang-yh.github.io/SelfOcc.

E.2. Novel Depth Synthesis

Figure 3 and 4 show the visualization results of novel
depth synthesis on the nuScenes [2] validation set and
SemanticKITTI [1] validation set, respectively. Y+3m
(X+5m) means moving +3 (+5) meters along the y-axis
(x-axis) of the LiDAR coordinate. Yaw+10◦/−10◦ means
turning left/right for 10◦. SelfOcc trained with temporal su-
pervision can predict 3D structures beyond the visible sur-
face, thus generating high-quality novel depth views.

E.3. Depth Estimation

Figure 5 and 6 shows the visualizations for depth estima-
tion on the nuScenes [2] validation set and KITTI-2015 [5]
test split, respectively. In addition to vehicles, our method
successfully predicts sharp and accurate depth even for thin
poles, moving pedestrians and cyclists.

F. Limitations and Future Work
Although we use color supervision during training to bet-
ter exploit texture priors of RGB images, our model can-
not synthesize high-quality novel views, suffering from the
blurring effect as shown in Figure 7, which is a long-
standing problem in the field of generalizable NeRFs [3, 9,
15]. In addition, although SelfOcc can predict accurate oc-
cupancy and depth for moving objects just as well as static
ones, we do not include specific designs for motion. We

https://huang-yh.github.io/SelfOcc


think the model might generalize the knowledge it learns
from static elements to non-static ones. Therefore, high-
quality novel view synthesis and motion awareness could
be potential focuses of future work.
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