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This supplementary material is organized as follows.
Section 1 introduces the pseudo training algorithm behind
our Video Motion Customization (VMC) framework. In
Section 2, we provide a discussion on related works in the
field of generative model customization. Following this, we
delve into the details on our training and inference config-
urations in Section 3. Concluding the document, Section 4
features a showcase of additional results obtained from our
VMC framework.

1. Pseudo Training Algorithm

Algorithm 1 Temporal Attention Adaption

1: Input: N -frame input video sequence (vn
0 )n∈{1,...,N},

appearance-invariant training prompt Pinv, textual en-
coder ψ, Training iterations M , key-frame generator
parameterized by θ and its temporal attention param-
eters θTA.

2: Output: Fine-tuned temporal attention layers θ∗TA.
3:
4: for step = 1 to M do
5: Sample timestep t ∈ [0, T ] and Gaussian noise

ϵ1:Nt , where ϵnt ∈ Rd ∼ N (0, I)
6: Prepare text embeddings cinv = ψ(Pinv)
7: vn

t =
√
ᾱtv

n
0 +

√
1− ᾱtϵ

n
t , ∀n.

8: δϵnθ,t = ϵn+1
θ (v1:N

t , t, cinv) − ϵnθ (v
1:N
t , t, cinv),

∀n ≤ N − 1.
9: δϵnt = ϵn+1

t − ϵnt , ∀n ≤ N − 1
10: Update θTA with 1

N−1

∑
n ℓcos(δϵ

n
t , δϵ

n
θ,t)

11: end for

We express Gaussian noises as ϵ1:Nt to avoid confusion.
In our observation, aligning the image-space residuals (δvn

0

and δv̂n
0 (t)) corresponds to aligning the latent-space ep-

silon residuals (δϵnt and δϵnθ,t) across varying time steps
t ∈ [0, T ]. This relationship stems from expressing the mo-

*indicates co-first authors

tion vector δvn
0 and its estimation δv̂n

0 (t) in terms of δvn
t ,

δϵnt , and δϵnθ,t. Consequently, the proposed optimization
framework fine-tunes temporal attention layers by leverag-
ing diverse diffusion latent spaces at time t which poten-
tially contains multi-scale rich descriptions of video frames.
Therefore, this optimization approach seamlessly applies
to video diffusion models trained using epsilon-matching,
thanks to the equivalence between δϵnt -matching and δvn

0 -
matching.

2. Related Works
Image Customization. Prior methodologies in text-to-

image customization, termed personalization [2–4, 7–10,
12], aimed at capturing specific subject appearances while
maintaining the model’s ability to generate varied contents.
However, this pursuit of personalization poses challenges
in time and memory demands [8]. Fine-tuning each person-
alized model requires substantial time costs while storing
multiple personalized models may strain storage capacity.
To address these hurdles, some approaches prioritize effi-
cient parameter customization, leveraging techniques like
LoRA [3, 5] or HyperNetwork [9] rather than training the
entire model.

Video Customization. Building on the success of text-
to-image customization, recent efforts have adopted text-
to-image or text-to-video diffusion models for customizing
videos in terms of appearance or motion. These endeavors,
such as frameworks proposed by [1, 13], focus on creat-
ing videos faithful to given subjects or motions. Moreover,
works by [16] or [14] delve into motion-centric video cus-
tomization, employing various fine-tuning approaches rang-
ing from temporal-spatial motion learning layers to newly
introduced LoRAs. In this paper, the proposed VMC frame-
work emphasizes efficient motion customization with ex-
plicit motion distillation objectives, specifically targeting
temporal attention layers. This approach, facilitated by
cascaded video diffusion models, efficiently distills motion
from a single video clip while minimizing computational
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burdens in terms of both time and memory.

3. Training & Inference Details
For our work, we utilize the cascaded video diffusion

models from Show-1 [15], employing its publicly accessi-
ble pre-trained weights 1. Our approach maintains the tem-
poral interpolation and spatial super-resolution modules in
their original state while focusing our temporal optimiza-
tion solely on the keyframe generator. In specific, we fine-
tune Query, Key, Value projection matrices WQ,WK ,WV

of temporal attention layers of the keyframe UNet. We use
AdamW [6] optimizer, with weight decay of 0.01 and learn-
ing rate 0.0001. By default, we employ 400 training steps.
During the inference phase, we perform DDIM inversion
[11] for 75 steps. For the temporal interpolation and spa-
tial super resolution stages, we follow the default settings
of Show-1.

4. Additional Results
This section is dedicated to presenting further results in

motion customization. We display keyframes (7 out of the
total 8 frames) from input videos in Figures S1, S2, S3,
and S4, accompanied by various visual variations that main-
tain the essential motion patterns. Specifically, Figure S1
showcases input videos featuring car movements. In Fig-
ure S2, we exhibit input videos capturing the dynamics of
airplanes in flight and the blooming of a flower. Figure S3
focuses on bird movements, including walking, taking off,
floating, and flying. Lastly, Figure S4-top highlights input
videos of mammals, while S4-bottom illustrates the motion
of pills falling. Moreover, for a comprehensive compari-
son between the motion in the input and generated videos,
complete frames from these videos are presented in Figures
S5, S6, S7, S8, and S9. In each of these figures, the left
columns show the 8-frame input video, while the adjacent
three columns on the right exhibit 29 frames from the gen-
erated videos, replicating the same motion pattern.

1https://huggingface.co/showlab/show-1-base

https://huggingface.co/showlab/show-1-base
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Figure S1. Video Motion Customization results: Keyframes visualized.
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Figure S2. Video Motion Customization results: Keyframes visualized.
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Figure S3. Video Motion Customization results: Keyframes visualized.
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Figure S4. Video Motion Customization results: Keyframes visualized.



Input Video
with 

Motion M

Goldfish
+ M

+ In the ocean

Airplanes
+ M

+ In the sky

Spaceships
+ M

+ In space

Input Video
with 

Motion M

Goldfish
+ M

+ In the ocean

Airplanes
+ M

+ In the sky

Spaceships
+ M

+ In space

#1

#2

#3

#4

#5

#6

#7

#8

Figure S5. Full-frame results of Video Motion Customization: Text prompt “Sharks are moving” is used for training the keyframe genera-
tion UNet.
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Figure S6. Full-frame results of Video Motion Customization: Text prompt “A seagull is walking” is used for training the keyframe
generation UNet.
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Figure S7. Full-frame results of Video Motion Customization: Text prompt “Ink is spreading” is used for training the keyframe generation
UNet.
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Figure S8. Full-frame results of Video Motion Customization: Text prompt “A man is snowboarding” is used for training the keyframe
generation UNet.
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Figure S9. Full-frame results of Video Motion Customization: Text prompt “A tiger is walking” is used for training the keyframe generation
UNet.
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