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Appendix

A. Additional Model Details
OmniGlue undergoes training with 750, 000 iterations using
a batch size of 48 on 8 NVIDIA Tesla V100 GPUs. The
initial learning rate is set at 3e − 5, with a decay rate of
0.999991 and a hinge step of 55000. For DINOv2 [9] feature
extraction, we use the images with a maximum resolution
(long side) of 630, maintaining the aspect ratio during image
resizing, for reduce the computation. The DINOv2 backbone
employed ViT-14-base [3]. We use the improved positional
embedding scheme proposed in LFM-3D [6].

B. Target Domain Visualization
To illustrate the target image domains we consider in this
work, Figure 1 presents example images pairs from each
domain, namely: Google Scanned Objects [4], NAVI [5],
ScanNet-1500 [1], and DeepAerial [10]. This shows that
our target datasets cover a wide range of object and scene
types, constituting a challenging task for generalizable image
matching.

C. Area Under Curve (AUC) Pose Results
We also report pose AUC performance, as shown in Table 1.
Because the limited performance on out-of-domain data, we
report pose accuracy in the main paper.

D. Latency analysis.
We note that novel OmniGlue modules do not hurt latency as
compared the baseline SuperGlue model. Even though DI-
NOv2 introduces additional computation, we use its features
to prune the graphs and reduce the computation accordingly.

Theoretically, the computation that DINOv2 introduces is
O(n1(hw)

2), where n1 = 9 (number of DINOv2 attention
layers), h = H

14 and w = W
14 (H and W are input resolu-

tion to DINOv2). The computation that pruning saves is
O(2n2kk

′
), where n2 = 9 (number of information propa-

gation blocks), k = 1024 (number of target keypoints in
one image), k

′
= k

2 (number of pruned keypoints in the
other image) and the coefficient 2 is multiplied because there

are 2 inter-graph aggregation modules in each block. It is
simplified as O(n2k

2). With the resolution W = 630 and a
typical aspect ratio of 16:9, the hw ≈ k = 1024. Thus, the
introduced and saved computation are balanced.

We report the empirical speed results in Table 2, which
shows that OmniGlue runs at a similar frame rate as the
baseline SuperGlue model (no graph pruning). Inference was
performed on an NVIDIA A40 GPU with FlashAttention.
The result is reproduced with using Glue-Factory.

E. Additional Qualitative Results

We additionally present qualitative results of OmniGlue in
Figure 2. We compare our method (last column) with two ref-
erence matching methods: mutual nearest neighbors (MNN,
first column) and SuperGlue [11] (second column). We show
MNN with SIFT [8] features for two domains, and with Su-
perPoint [2] features for one. We observe that OmniGlue
produces improved matches for image pairs with significant
changes in viewing conditions, across a range of domains.
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Out-of-domain
Google Scanned Object [4] NAVI [5] ScanNet [1]

Hard (60-90 degree) Easy (15-45 degree) Multiview Wild
Method AUC@5°/ 10°/ 20° AUC@5°/ 10°/ 20° AUC@5°/ 10°/ 20° AUC@5°/ 10°/ 20° AUC@5°/ 10°/ 20°

PDCNet [13] 2.6 / 4.8 / 8.4 13.5 / 22.4 / 33.0 1.7 / 3.7 / 6.6 2.9 / 6.1 / 10.4 16.4 / 33.7 / 51.2
LoFTR [12] 3.6 / 7.3 / 13.0 20.7 / 33.9 / 47.9 5.7 / 11.8 / 20.4 4.5 / 9.4 / 17.0 16.9 / 33.6 / 50.6

SIFT [8]+MNN 3.4 / 6.5 / 11.5 16.7 / 30.1 / 40.8 3.3 / 6.9 / 12.8 2.8 / 5.9 / 11.7 1.7 / 4.8 / 10.3
SuperPoint [2]+MNN 2.5 / 5.3 / 10.0 15.2 / 26.1 / 38.8 4.5 / 9.7 / 17.8 3.7 / 8.0 / 15.1 7.7 / 17.8 / 30.6
DINOv2 [9]+SG [11] 1.8 / 3.6 / 7.4 5.5 / 11.6 / 21.3 3.3 / 9.7 /.155.6 3.8 / 8.4 / 16.3 3.3 / 10.0 / 22.0

SuperGlue [11] 3.4 / 6.9 / 12.2 17.5 / 30.1 / 42.6 5.1 / 11.2 / 19.9 4.8 / 10.2 / 18.3 10.4 / 22.9 / 37.2
LightGlue [7] 3.5 / 7.1 / 12.6 18.9 / 32.3 / 46.7 5.7 / 12.4 / 21.2 4.3 / 9.2 /15.7 15.1 / 32.6 / 50.3

OmniGlue (ours) 4.1 / 8.2 / 14.3 20.7 / 34.1 / 48.4 5.8 / 12.6 / 22.2 5.6 / 11.8 / 20.7 14.0 / 28.9 / 44.3

Table 1. Relative camera pose estimation performance (AUC) and zero-shot generalization capability of models trained on MegaDepth
dataset.

SuperGlue OmniGlue
Speed (FPS) 52 51

Table 2. Latency analysis, comparing SuperGlue and our OmniGlue. For both models, we include feature extraction (SuperPoint) and
feature matching inference times. Additionally, we include DINOv2 inference time in our measurements for OmniGlue.
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Figure 1. Target domain examples. We share some example image pairs from each of the target image datasets. From top row to bottom
row, the domains are: Google Scanned Objects (Hard), NAVI Wild Set, NAVI Multiview, ScanNet-1500, and DeepAerial.



Figure 2. Qualitative matching comparison. We compare the following methods: mutual nearest neighbor (MNN, left), SuperGlue (center)
and OmniGlue (right). Green lines denote correct correspondences, while red ones denote incorrect predictions. The first two rows present
results on Google Scanned Objects (Hard), the following two rows on the NAVI Wild Set, and the final two rows on DeepAerial. The MNN
results use SuperPoint features in the first two rows, and SIFT features in the others.


