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A. Implementation details

In this section, we provide hyperparameter settings and
implementation details that are not mentioned in the main
paper, for each RAL and RAF.

A.1. RAL details

After applying the rank variance sampling scheme, we
set m to 2,000 and n to 10 to separate the vocabularies
into hard and easy negatives. Different hyperparameters de-
pending on the baseline and the dataset for RAL are shown
in Table A1.

Method Dataset αhardαeasyλhardλeasyβhardβeasy

OADP [6] COCO 0 1 1 5 1 1
LVIS 0 1 1 10 1 1

Object-Centric-
OVD [4]

COCO 0 1 1 10 1 1
LVIS 0 1 1 5 1 1

DetPro [2] LVIS 0 1 1 10 1 1

Table A1. Hyperparameters in RAL.

A.2. RAF details

When we bring the related concepts from the concept
store, we set the number of concepts k to 50. In the aug-
menter A, the number of the decoder layers L is set to 6.
The one decoder layer consists of cross-attention (CA) with
8 heads and FFN with 2,048 dimensions. Positional embed-
dings Epos and type embeddings Etype

1 and Etype
2 are initial-

ized with random values. The total number of parameters
for the augmenter A is 51M. During RAF training, we use
βcls of 5.0 and βreg of 1.0.

*Equal contribution.
†This work was done when she was working at Korea University.
‡Corresponding author.

B. Further ablation study

B.1. RAF in official baseline

The performance figures of the baseline compared to
RALF in the main paper Section 4.2 are the results we re-
produced ourselves for the fairness of the ablations. We
checked the potential variation in performance depending
on the execution environment. Therefore, we further veri-
fied how the performance changes when RAF is applied to
the officially provided model checkpoints by the baseline
authors. As depicted in Table A2, RAF demonstrates sig-
nificant performance improvements on the COCO datasets.

Method RAF APN
50 APB

50 AP50

OADP [6] 31.3 55.0 48.8
✓ 33.1 54.7 49.0

Object-Centric-OVD [4] 40.7 54.1 50.6
✓ 41.1 54.2 50.8

Table A2. RAF ablation in the official checkpoint on COCO.

C. Further analysis

Hyperparameters of LRAL. As depicted in Figure A1,
we provide an analysis of the hyperparameters controlling
LRAL in OADP [6] on COCO dataset. To conduct the anal-
ysis, we fixed αhard, λhard, and βhard as (0, 1, 1) and αeasy,
λeasy, and βeasy as (1, 10, 1), respectively. The analysis is
performed using values (0.1, 1, 10, 100) for 6 hyperparam-
eters. When increasing αhard from 1 to 10, we observed a
slight improvement, however, there was a declining perfor-
mance tendency overall. αeasy exhibited a temporary per-
formance increase at 1 followed by a subsequent decline.
Relative to lower values, λeasy demonstrated better perfor-
mance with higher values. Regarding λhard, βhard, and βeasy,
we found that they exhibited robust performance even with
varying values.
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Figure A1. Analysis on hyperparameters of LRAL.

Exploration of n. Table A3 shows the difference between
obtaining n of m negative vocabularies for each iteration
based on random or similarity in RAL. The similarity per-
formance is better than the baseline in APB

50 and AP50, how-
ever, it was observed that the performance was lower in
APN

50 due to the absence of randomness. Adopting ran-
domly selecting n of m negative vocabularies showed the
best performance for novel categories.

Method APN
50 APB

50 AP50

Baseline 30.0 54.5 48.1
Similarity 29.7 54.9 48.3
Random 31.3 54.5 48.4

Table A3. Comparison on obtaining n.

Sampling schemes. As described in Section 3.3 of the
main paper, RAL defines hard and easy negative vocabu-
laries through rank variance sampling of negative retriev-
ers from the vocabulary store. To ascertain the optimality
of the rank variance sampling method, we compared vari-
ous sampling schemes – random sampling and similarity-
based sampling, and these results are reported in Table A4.
Random sampling scheme extracts vocabularies randomly
without considering other factors, while similarity-based
sampling scheme reflects the cosine similarity between CV

and ground-truth labels. The experimental results show
that among the various sampling schemes, rank variance
sampling not only demonstrates superior performance in
APN

50but also exhibits outstanding performance in AP50.

Sampling scheme APN
50 APB

50 AP50

Random 30.6 54.4 48.1
Similarity-based 30.2 54.8 48.3
Rank variance 31.3 54.5 48.4

Table A4. Analysis on sampling scheme.

Hyperparameter k in RAF. Table A5 and Table A6 show
how much performance varies depending on the k used
to augment visual features in RAF on COCO and LVIS
dataset, respectively. We set k to 50 as the default. When
k = 10, the best performance was observed on COCO. The
minor performance changes are exhibited across different
values of k on LVIS. The results showed that our method is
robust to the choice of k.

k APN
50 APB

50 AP50

10 33.6 54.4 49.0
20 33.3 54.4 48.9
50 33.4 54.5 49.0
100 33.3 54.4 48.9

Table A5. Analysis on k in RAF on COCO.

k APr APc APf AP

10 21.9 26.2 29.1 26.6
20 21.9 26.2 29.1 26.6
50 21.9 26.2 29.1 26.6
100 21.8 26.2 29.1 26.6

Table A6. Analysis on k in RAF on LVIS.

Scale of large vocabulary. As discussed in Section 3.3 of
the main paper, RALF uses a large vocabulary set to con-
struct the vocabulary store. We set the experiment to an-
alyze the effectiveness of the vocabulary size. We adopt
V3Det [5] with 13,204 vocabularies as the vocabulary set
for all experiments. Before retrieving hard and easy nega-
tives from the vocabulary store, we construct the vocabulary
store by eliminating unnecessary elements, i.e., novel cate-
gories and case-overlapping, from the vocabulary set. Fol-
lowing this process, we obtained 13,064 vocabularies from
V3Det. To examine whether vocabulary size affects perfor-
mance, we experiment on COCO benchmarks by reducing
the percentage of vocabulary size to 40% and 70%. The re-
sults are shown in Table A7. From the results, we observed
that the performance was better when the vocabulary size
was 100% compared to when it was 40% or 70%.
Retrieve negative vocabularies with BERT. In this work,
the hard and easy negative vocabularies are retrieved based
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Scale of large vocabulary APN
50 APB

50 AP50

40% 30.9 54.7 48.5
70% 30.8 54.7 48.4
100% 31.3 54.5 48.4

Table A7. Analysis on a large vocabulary size.

on cosine similarity between CLIP [3] text embeddings in
RAF. When retrieving negative vocabularies, it is also pos-
sible to use the embeddings of a language model (LM) in-
stead of CLIP. We extract embeddings about base categories
and a large vocabulary set with a language model BERT [1]
and then retrieve hard and easy negative vocabularies based
on the cosine similarity between the embeddings. Table A8
depicts the comparison results of CLIP and BERT. The per-
formance on the novel categories is lower in BERT, but it
increases by 0.7 APN

50 compared to the baseline.

Method APN
50 APB

50 AP50

Baseline 30.0 54.5 48.1
CLIP [3] 31.3 54.5 48.4
BERT [1] 30.7 55.4 48.9

Table A8. CLIP vs BERT.
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