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This Appendix provides further insights into training counting methods in a self-supervised manner using Self-Collages.
In Appendix A, we describe the implementation in more detail. In Appendix B, we provide further information about
the Self-Collages including a discussion of the underlying assumptions. Finally, in Appendix C, we analyse UnCounTR’s
performance in different settings.

A. Further implementation details
A.1. Model architecture

Image encoder For the image encoder Φ, we employ a ViT-B/16 pretrained using the DINO approach [3] as the backbone.
It consists of 12 transformer blocks with 12 heads each and uses fixed, sinusoidal position embeddings. The transformer
operates on d = 768 dimensions and increases the hidden dimensions within the two-layer MLPs after each attention block by
a factor of four to 3072 dimensions. Each linear layer in the MLP is followed by the GELU non-linearity. More information
can be found in the original work from Caron et al. [3]. By default, we freeze all 86M parameters of the backbone.

Exemplar encoding To encode an exemplar E with fixed spatial dimensions H ′ ×W ′ into a single feature vector z ∈ Rd,
we first pass it through the backbone of the exemplar encoder Ψ to obtain a feature map xE = Ψ(E) ∈ Rh×w×d where Ψ = Φ.
The final representation z is derived by computing the weighted sum of xE across the spatial dimensions where the weight of
each patch is determined by the attention in the final CLS-attention map of Ψ averaged over the heads.

Feature interaction module We follow the architecture proposed by Liu et al. [9] which uses 2 transformer blocks with
16 heads to modify the image embeddings by using self-attention. In addition to self-attention, each block utilises cross-
attention where the keys and values are based on the encoded exemplars. Since this transformer operates on 512-dimensional
feature vectors, x and zj , j ∈ {1, ..., E} are projected to these dimensions using a linear layer. To give the feature interaction
module direct access to positional information, fixed, sinusoidal position embeddings are added to the feature map. Similar
to the image encoder, the MLPs increase the dimensionality four times to 2048. This results in 8.8M parameters.

Decoder The decoder is built based on 4 convolutional layers that upscale the patch-level features to the original resolution
to obtain the final density map. It has a total of 3.0M parameters. All blocks contain a convolutional layer with 256 output
channels and a kernel size of 3×3. Each of them is followed by group normalisation with 8 groups and a ReLU non-linearity.
The last block has a final convolutional layer with 1 × 1 filters that reduce the number of channels to 1 to match the desired
output format. After each block, the spatial resolution is doubled using bilinear interpolation. The result is a density map
ŷ ∈ RH×W with the same resolution as the input image.

A.2. Composer module details

We always place the images I0 of the target cluster c0 on top of the non-target images Ii, i ∈ {1, ..., nc − 1}. This reduces
the noise of Self-Collages since target objects can only be occluded by other target objects but never completely hidden by
non-target images. Crucially, this also guarantees that exemplars are never covered by non-target objects which could alter
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the desired target cluster. While the resulting Self-Collages exhibit pasting artefacts (see Figure 3), previous work has shown
that eliminating these artefacts by applying a blending method does not improve the performance on downstream tasks such
as object detection [5] and instance segmentation [7, 16]. Hence, we focus on simple pasting to keep the complexity of the
construction process low and rely on breaking correlations between the number of artefacts and the target count of an image
by pasting a constant number of images as discussed in the paper. Algorithm 1 shows the pseudocode for the composer
module.

If we use the “no-overlap” setup, which prevents objects are pasted on top of each other, and an image cannot be pasted
without overlapping with an already copied image, the construction process is restarted with new random sizes and locations.
To guarantee the termination of g, potential overlaps between images are ignored if the construction process fails 20 times.

Density map construction We construct the density map by placing unit density at the centre of each pasted target image
I ∈ I0. Following Djukic et al. [4], we apply a Gaussian filter to blur the resulting map. Its kernel size and standard deviation
vary per image and are based on the average bounding box size divided by 8.

Algorithm 1 The composer module
Require: tmin ▷ minimum number of clusters

tmax ▷ maximum number of clusters
nmin ▷ minimum number of target objects
nmax ▷ maximum number of objects
K ▷ total number of clusters
E ▷ number of exemplars
O ▷ set of object images
B ▷ set of background images

# create clusters and select cluster sizes
C ← k-meansK [(d(O))CLS] ▷ clusterO using K clusters
nc ∼ U [tmin, tmax] ▷ select the number of clusters
n0 = n ∼ U [nmin, nmax − nc + 1] ▷ select the number of objects in the target cluster
for i in range(1, nc − 1) do ▷ select the number of objects in the other clusters

ni ∼ U

1, nmax −

previous clusters︷ ︸︸ ︷
i−1∑
j=0

nj − nc + i + 1︸ ︷︷ ︸
remaining clusters


end for
nnc−1 ← nmax −

∑nc−2
i=0 ni ▷ set the number of objects in the final cluster

# select images
for i in range(0, nc) do

ci ← random cluster(C \
⋃i−1

j=0{cj}) ▷ select a random, unique cluster as the ithcluster
Ii ← select(ni,ci,O) ▷ select ni random images in cluster ci fromO

end for
I ←

⋃nc−1
i=0 Ii

Ĩ ← select(1, B) ▷ select a random background image from B

# compose the image and pseudo ground-truth
B← [ ] ▷ initialise an empty list for the object bounding boxes
for I in I do ▷ iterate over all object images

s← get random size(I, I) ▷ get a random size, which is correlated for all images in I
p← get random position(s) ▷ get a random position for the current image
Ir ← resize(I, s) ▷ resize I, if using segmentations, this involves cutting the object
Ĩ ← paste(Ĩ , Ir, p) ▷ paste Ir into Ĩ at position p, if I is a target object, place it on top
if I ∈ I0 then

b←box(p, s) ▷ create the bounding box of the current object if I is a target object
B.append(b) ▷ append the bounding box to the list of all object boxes

end if
end for
S ← crop exemplars(Ĩ , B, E) ▷ create E exemplar crops
y← create density map(B) ▷ create the density map
return Ĩ , S, y



A.3. Connected components baseline

We evaluate the connected components baseline on the FSC-147 training set to find the best values for its three thresholds
patt, nhead, and psize. To this end, we run an exhaustive grid search by testing all combinations of the following settings:

patt ∈ {0.1, 0.2, ..., 0.9, 0.95, 0.99}, (1)
nhead ∈ {1, ..., 12}, (2)
psize ∈ {0, 0.01, 0.02, 0.05, 0.1, 0.2} (3)

This results in 792 configurations, where we pick the setup with the lowest MAE on the whole FSC-147 training set which
results in the following thresholds: patt = 0.7, nhead = 10, and psize = 0.

A.4. Inference details

We follow Liu et al. [9] in our evaluation procedure. Specifically, we resize the inference image to a height of 384 keeping
the aspect ratio fixed and scan the resulting image with a window of size 384 × 384 and a stride of 128 pixels. The density
maps of the overlapping regions are averaged when aggregating the count of the entire image. If the image contains very
small objects, defined as at least one exemplar with a width and height of less than 10 pixels, the image is divided into a
3 × 3 grid. Each of the 9 tiles is then resized to a height of 384 pixels and processed independently. The prediction for the
original image is obtained by combining the individual predictions. Additionally, we apply the same test-time normalisation:
We normalise the predicted count by the average sum of the density map areas that correspond to the exemplars if it exceeds
a threshold of 1.8.

A.5. Self-supervised semantic counting details
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Figure 1. Self-supervised semantic counting. To predict the number of objects without any prior, the model uses its DINO backbone to
get initial exemplar candidates, which it subsequently refines and uses to predict density maps for the discovered object types.

Problem overview In the self-supervised semantic counting setup, the model automatically identifies the number of object
types and appropriate exemplars to predict the density map for each category. Figure 1 illustrates this process.



Processing the input image We first obtain the feature map of the input image I resized to 384 × 384 pixels using the
image encoder: x = Φ(I) ∈ Rh×w×d. In addition, we extract the final CLS-attention map a ∈ Rh×w where we take the
average across the attention heads and only consider the self-attention for the h · w patches ignoring the CLS-token itself.

Proposing an exemplar candidate After processing the input image, the model determines an exemplar candidate to
predict the density map ŷ(t) of the first type t = 1. To achieve this, we blur a by applying a Gaussian kernel of size 3
with sigma 1.5 resulting in a(1) and identify the position (y

(1)
max, x

(1)
max) = argmax(y,x) a(1)y,x of the patch with the maximum

attention. Subsequently, we compute a binary feature map b(1) = a(1) > 0.5 ·max a(1) and obtain the connected component
which includes the position (y

(1)
max, x

(1)
max). The crop of I corresponding to this component is taken as the exemplar candidate

E(1)
candidate.

Refining the exemplar Using I and E(1)
candidate, we predict a density map

ŷ
(1)
candidate = fΘ(I, {E(1)

candidate}), (4)

where we can skip the image encoder Φ by reusing the feature map x. ŷ(1)
candidate is used to obtain a refined exemplar E(1)

refined.
To this end, we binarise the density map ŷ

(1)
candidate by selecting values greater than 20% of its maximum and receive the

second largest connected component, where we assume the largest component represents the background and the second
largest corresponds to an object of the first type. We take a crop E(1)

crop of I at the location of this component. Since E(1)
crop

might contain adjacent objects of different categories, we construct E(1)
refined by taking another center crop of E(1)

crop reducing

each dimension by a factor of 0.3. The refinement step can be repeated multiple times by using E(1)
refined as the new candidate

in Equation (4). In practice, we use two refinement iterations.

Predicting the count We employ test-time normalisation and take the density map ŷ(1) obtained using Equation (4) and
replacing E(1)

candidate with E(1)
refined as final prediction for the first type.

Counting multiple categories To obtain predictions for more categories, we repeat these steps starting with a new maxi-
mum (y

(2)
max, x

(2)
max) after masking out the patches in a(1) which correspond to the current category resulting in a new attention

map a(2). We identify these patches using two heuristics: First, we mask out patches where ŷ
(1)
candidate or ŷ(1)

refined, resized to
match the dimensions of a(1), predict a value higher than or equal to 0.5. Second, we set the attention to 0 in an area of 5× 5

patches centred around (y
(1)
max, x

(1)
max) to prevent (y(2)max, x

(2)
max) = (y

(1)
max, x

(1)
max). Since every object should only be counted once

and to facilitate the knowledge of previous iterations, we subtract the sum of the density maps of previous iterations, from
the current prediction:

ŷ(t) = max

(
fΘ(I, {E(t)

candidate})−
t−1∑
t′=1

max
(
ŷ(t′), 0

)
, 0

)
(5)

This procedure keeps detecting exemplars and making predictions for new categories t until the maximum remaining attention
value is less than 20% of the original maximum at which point we assume that all salient object types have been detected.

Evaluating the importance of the refinement steps Especially the first refinement step is crucial to obtain meaningful
exemplars as illustrated in Figure 1. While the initial candidates, which are only based on the DINO backbone, successfully
highlight the salient objects, they fail to focus on a single object type. A single refinement step based on UnCounTR solves
this issue which indicates the importance of UnCounTR’s self-supervised training for this task. The second refinement step
has a more subtle impact on the exemplar quality by reducing the number of objects in each exemplar. Based on these
self-supervised exemplars, UnCounTR produces counts close to the true number of objects.

Limitation While these results are promising, they are only a qualitative exploration and are intended to highlight a poten-
tial avenue for future work. The creation of an evaluation dataset for the semantic counting task as well as the development
of a metric to measure exemplar quality are required for a more thorough evaluation of this use case.



B. More details of Self-Collages
B.1. Underlying assumptions for Self-Collages

In the paper, we describe the construction of Self-Collages with ImageNet-1k and SUN397 dataset. Our underlying assump-
tions are twofold:
1. Images in the SUN397 dataset do not contain objects to serve as the background for our Self-Collages.
2. Images in the ImageNet-1k dataset feature a single salient object to obtain correct pseudo labels.

(a) (b)
Figure 2. ImageNet-1k and SUN397 images. (a) Example images from the ImageNet-1k dataset [11]. (b) Example images from the
SUN397 dataset [13]. While the figures in the SUN397 dataset may contain multiple objects, there is no clearly salient object.

Figure 2 shows three samples from ImageNet-1k and SUN397. We can see that even though images in the latter do
contain objects, see e.g. the fish in the aquarium, they are usually not salient. Hence, the first assumption is still reasonable
for constructing Self-Collages. We acknowledge that this assumption has its limitations and introduces noises for Self-
Collages, e.g. salient objects exist in some images from SUN397. In Appendix C.3, we consider variants of the default setup
to investigate the robustness of our method against violations of this assumption.

The second assumption is crucial to derive a strong supervision signal from unlabelled images. While some ImageNet-1k
images contain multiple salient objects, see e.g. the right-most image in Subfigure a, the final performance of our method
shows that the model is able to learn the task even with this noisy supervision. Some techniques such as filtering images
based on their segmentation masks, might be able to further improve the supervision signal. We consider these methods as
future works.

B.2. Examples of Self-Collages

Figure 3 shows different examples of Self-Collages. While the whole pipeline does not rely on any human supervision, the
Self-Collages contain diverse types that align with human concepts from objects like bicyles (Subfigure a) to animals such
as beetles (Subfigure c). Likewise, the unsupervised segmentation method proposed by Shin et al. [12] successfully creates
masks for the different instances. The correlated sizes lead to similarly sized objects in each Self-Collage with some samples
containing primarily small instances (Subfigures a and d) and others having mainly bigger objects (Subfigures b and c).
Adding to the diversity of the constructed samples, some Self-Collages show significantly overlapping objects (Subfigure b)
while others have clearly separated entities (Subfigure d). Since the total number of pasted objects is constant, the amount
of pasting artefacts in each image does not provide any information about the target count. The density maps indicate the
position and number of target objects, overlapping instances result in peaks of higher magnitude (Subfigure b and c). By
computing the parameters of the Gaussian filter used to construct the density maps based on the average bounding box size,
the area covered by density mass correlates with the object size in the image.

B.3. Collages in other works

The idea of deriving a supervision signal from unlabelled images by artificially adding objects to background images, the
underlying idea behind Self-Collages, is also used in other domains such as object discovery and segmentation.

Arandjelović and Zisserman [1] propose a generative adversarial network, called copy-pasting GAN, to solve this task
in an unsupervised manner. They train a generator to predict object segmentations by using these masks to copy objects
into background images. The learning signal is obtained by jointly training a discriminator to differentiate between fake,
i.e. images containing copied objects, and real images. A generator that produces better masks results in more realistic fake
images and has therefore higher chances of fooling the discriminator. During inference, the generator can be used to predict
instance masks in images. By contrast, our composer module g is only used during training to construct samples. Hence, we



(a) Label: 5

(c) Label: 18

(b) Label: 12

(d) Label: 20

Figure 3. Example Self-Collages. The Subfigures show Self-Collages for different counts. The red boxes indicate the exemplars and the
heatmaps show the pseudo ground-truth density maps.

do not need an adversarial setup and, without the need to update g during training, the composer module does not have to be
differentiable.

To boost the performance of instance segmentation methods, Zhao et al. [16] propose the X-Paste framework. It leverages
recent multi-modal models to either generate images for different object classes from scratch or filter web-crawled images.
After creating instance masks and filtering these objects, the resulting images are pasted into background images. Generated
samples can then be used in isolation or combined with annotated samples to train instance segmentation methods. Compared
to this work, our goal is not to train instance segmentation but counting methods where the correct number of objects in
the training samples is more important than the quality of the individual segmentations. Partly due to this, our method is
conceptually simpler than X-Paste and does not require, for example, multiple filtering steps.

C. Further results
In this section, we further analyse UnCounTR’s performance in out-of-domain settings (see Appendix C.1) and explore
ways to improve UnCounTR’s default setup based on recent advances in self-supervised representation learning (see Ap-
pendix C.2). We then evaluate our method under different data distributions in Appendix C.3. We conclude this section with
a qualitative comparison between UnCounTR and FasterRCNN (see Appendix C.4) and show additional qualitative results
(see Appendix C.5).

C.1. Generalisation to out-of-domain count distributions

In this section, we examine UnCounTR’s performance on the different FSC-147 subsets, as presented in the paper, to inves-
tigate its generalisation capabilities to new count distributions. We consider the results on the three subsets low, medium, and
high with an average of 12, 27, and 117 objects per image respectively. Since UnCounTR is trained with Self-Collages of
11 target objects on average, the count distribution of FSC-147 low can be seen as in-distribution while the medium and high
subsets are increasingly more out-of-distribution (OOD).

Unsurprisingly, the model performs worse on subsets whose count distributions deviate more from the training set. Look-
ing at FSC-147 medium, the RMSE changes only slightly considering the significant increase in the number of objects
compared to low. When moving to the high subset whose count distribution differs significantly from the training set, the
error increases substantially.

These trends can also be seen in Figure 4. Figure 4a shows that the model’s predictions are distributed around the ground-
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Figure 4. UnCounTR’s predictions. Figure 4a compares the model’s predictions on the different FSC-147 test subsets with the ground-
truth. Figure 4b visualises the relative error for these predictions.

Method
FSC-147 low FSC-147 medium FSC-147 high

MAE↓ RMSE↓ τ ↑ MAE↓ RMSE↓ τ ↑ MAE↓ RMSE↓ τ ↑

UnCounTR (ours) 5.60 10.13 0.27 9.48 12.73 0.34 67.17 189.76 0.26
σ(5 runs) ±0.48 ±0.84 ±0.02 ±0.19 ±0.33 ±0.02 ±1.03 ±1.38 ±0.01

Table 1. UnCounTR’s performance on FSC-147. Evaluation on different FSC-147 test subsets as described in the paper.

FSC-147 FSC-147 low

Backbone similarity refinement MAE↓ RMSE↓ τ ↑ MAE↓ RMSE↓ τ ↑
DINOv2 ✗ ✗ 34.35 132.02 0.63 4.10 7.34 0.32
DINOv2 ✓ ✗ 31.06 119.35 0.67 3.98 7.58 0.33
DINOv2 ✓ ✓ 28.67 118.40 0.71 3.88 7.03 0.33
DINO ✗ ✗ 35.77 130.34 0.57 5.60 10.13 0.27

Table 2. Improving UnCounTR’s performance. We explore several variations of UnCounTR’s default setup, highlighted in grey , to
further close the performance gap to its supervised counterparts.

truth for FSC-147 low and medium. On the high subset, the model tends to underestimate the number of objects in the
images. The relative error becomes increasingly negative as these counts increase (see Figure 4b) illustrating the limitations
of generalising to OOD count ranges.

While this is expected, we can assume that a model that learned a robust notion of numerosity gives higher count estimates
for images containing more objects even in these OOD settings. This can be quantified using the rank correlation coefficient
Kendall’s τ . Interestingly, the correlation coefficient on FSC-147 low and high is almost the same, the highest value for τ
is achieved on the medium subset (see Appendix C.1). This suggests that while UnCounTR’s count predictions become less
accurate for out-of-distribution samples, the model’s concept of numerosity as learned from Self-Collages generalises well
to much higher count ranges.

C.2. Improving upon UnCounTR

In the paper, we introduce UnCounTRv2 which integrates three modifications compared to the default setup of UnCounTR
based on the very recent DINOv2 [10] backbone. Building on this change, we investigate two further modifications: exploit-
ing cluster similarity and refining the model’s predictions. Table 2 shows the results for the different variations.



C.2.1 Updating the backbone

First, we update the DINO backbone [3] with the newer DINOv2 [10]. More specifically, we employ the ViT-B model with a
patch size of 14. Due to the different patch size, we change the resolution of the exemplars slightly from 64× 64 to 70× 70.
In addition, we update the sliding window’s dimension to 392× 392 during inference.

The results in Table 2 show that updating the backbone improves the overall performance on the whole FSC-147 dataset,
with a small increase in RMSE by 1.3% being the only exception. In particular, this change seems to be beneficial for images
with lower counts, the corresponding metrics improve by 19-28%. This demonstrates UnCounTR’s ability to take advantage
of recent advances in self-supervised representation learning as discussed in the paper.

C.2.2 Cluster similarity

(a) Top 10 

(b) Bottom 1000

Figure 5. Constructing Self-Collages based on cluster similarity. The similarity between clusters can be used when constructing Self-
Collages, the pseudo ground-truth on the right of each image indicates the objects of the target cluster. Subfigure a shows Self-Collages
where the non-target cluster was randomly chosen among the 10 clusters most similar to the target cluster. Due to the high similarity,
objects in the target and non-target clusters are not easily distinguishable. By contrast, the examples in Subfigure b use the 1000 most
different clusters. The two types in each image are visually very distinct.

Since multiple object types are pasted to generate our training images, we next exploit information about their similarity.
We hypothesise that increasing the difficulty of the counting task during training by selecting non-target clusters that are
similar to the target clusters could facilitate the learning process. This idea resembles the use of hard negatives in contrastive
learning which has been shown to improve the robustness of learned representations [6, 14, 15]. Unlike in supervised setups
with manually annotated classes, information about the similarity of object clusters is readily available in our self-supervised
setup and can be computed simply as the negative Euclidean distance between the cluster centres. Figure 5 shows the effect
of cluster similarity on the constructed Self-Collages.

In Table 3, we compare different ways of exploiting the similarity information. It can be seen that selecting non-target
clusters that are similar to the target cluster significantly improves the performance. Importantly, picking non-target clusters
that are too similar to the target cluster severely harms the training process. Considering the qualitative samples in Figure 5,
very similar object types are almost visually indistinguishable even for humans. Hence, we use the 100 clusters most similar
to the target cluster excluding the top 10. Unlike the updated backbone, this change improves the performance especially on
images with higher counts as seen in Table 2.



FSC-147

similarity range MAE↓ RMSE↓ τ ↑
✗ 34.35 132.02 0.63

top 10 36.67 130.30 0.59
10-100 31.06 119.35 0.67

bottom 1000 34.71 131.12 0.63

Table 3. Using cluster similarities to construct Self-Collages. We use cluster similarities in the composer module g to select non-target
clusters during Self-Collage construction. Top X describes the setup where we pick the non-target cluster among the X clusters that are
most similar to the target cluster. Likewise, the clusters are chosen from the set of the X most dissimilar clusters in the bottom X setting.
If we specify a range X-Y , the set of possible non-target clusters is equal to top Y without the elements in top X . All setups use DINOv2
as backbone.

C.2.3 Prediction refinement

Lastly, we modify our evaluation protocol to mitigate the count distribution shift between training and the FSC-147 test
set as discussed in Appendix C.1. To this end, we employ a refinement strategy which aims in particular at improving the
predictions for images with high object counts. First, we obtain a prediction using the default inference setup described in
Appendix A.4. Then, if the model predicts more than 50 objects, we utilise the same setup as employed for small objects
where we split the image into 9 tiles and predict the counts for each of them independently before aggregating the final
prediction (see Appendix A.4).

Table 2 shows that employing this evaluation protocol further improves the performance resulting in an MAE of 28.67 on
FSC-147. Combining all three modifications reduces the MAE of UnCounTRv2 compared to the default UnCounTR setup
by 20% on FSC-147 and 31% on FSC-147 low which narrows the gap to the supervised counterparts and highlights the
potential of unsupervised counting based on Self-Collages.

C.3. Self-Collages based on different datasets

In Table 4, we ablate the datasets used for object (O) and background images (B) to investigate the behaviour of our method
under different data distributions. Figure 6 shows training samples for the ablated setups. We first describe the different
datasets in Appendix C.3.1, followed by the ablation results in Appendix C.3.2.

C.3.1 Dataset ablations

ImageNet-1k-only To simplify the construction process, we experiment with using the ImageNet-1k dataset for both, O
and B. To make sure that the counting task is not affected by the background, we exclude all images in the two clusters used
for the object images before randomly selecting the background image.

ImageNet-1k Top-2 As a simpler version of the default setup, we filter the ImageNet-1k dataset to only use the images
in the two biggest clusters, which we call ImageNet-1k Top-2. Looking at Subfigure b in Figure 6, these clusters seem to
correspond to two different types of birds. This reduces the number of images from 1,281,167 to 1,266. Because this subset
only features two clusters, every Self-Collage contains the same object types.

Synthetic dataset We construct a synthetic dataset based on simple shapes. To this end, we combine three types of shapes,
squares, circles, and triangles, and four different colours, red, green, blue, and yellow, to obtain a total of
12 possible object types. After randomly picking two different types, we select a random background colour amongst the
colours not used for the objects.

Noise We use the StyleGAN-Oriented dataset proposed by Baradad Jurjo et al. [2], which is based on a randomly initialised
StyleGANv2 [8], as noise dataset to draw background images from. In total, it contains 1.3M synthetic images. We refer to
the original work [2] for more details.



(a) ImageNet-1k-only

(c) Synthetic dataset

(b) ImageNet-1k Top-2

(d) Noise

Figure 6. Dataset ablations. We modify the training dataset by using different datasets for O and B to investigate the effect on the final
counting performance.

FSC-147 FSC-147 low

O B MAE↓ RMSE↓ τ ↑ MAE↓ RMSE↓ τ ↑
ImageNet-1k 35.68 130.10 0.56 6.78 12.43 0.25

ImageNet-1k Top-2 SUN397 39.47 132.37 0.41 12.08 17.84 0.16
Synthetic dataset 45.16 144.60 0.26 7.03 11.04 0.23

ImageNet-1k Noise 34.43 128.73 0.60 5.94 10.72 0.26
ImageNet-1k SUN397 35.77 130.34 0.57 5.60 10.13 0.27

Table 4. Using different datasets to construct Self-Collages. We vary the datasets used by the composer module g to obtain object (O)
and background images (B) when constructing Self-Collages. The default setting is highlighted in grey .

C.3.2 Dataset ablation results

Image diversity improves generalisability It can be seen, that gradually decreasing the image diversity, by using the
same dataset for O and B, using only a very small ImageNet-1k subset for O, or using a fully synthetic dataset, harms the
performance on the FSC-147 dataset.

Simple objects are sufficient for low counts only While using the fully synthetic dataset yields the worst results on FSC-
147, the performance on the FSC-147 low subset is comparable to the setup using only ImageNet-1k. This indicates the
importance of more realistic objects for the generalisability to higher counts. At the same time, synthetic objects seem to be
sufficient for learning to predict the number of objects in images with few instances.

Synthetic but diverse backgrounds perform similarly to real images When replacing SUN397 with a noise dataset, the
performance on the whole FSC-147 dataset improves while being slightly worse on the FSC-147 low subset.

Self-Collages are robust against violations of the background assumption Comparing the setup which uses the ImageNet-
1k dataset for O and B to the default setting, we can see that even by explicitly violating the assumption that there are no



salient objects in B, the performance is not significantly affected. However, by using a noise dataset as B where the assump-
tion holds, we can further improve the performance on FSC-147. This indicates that while our method is robust to violations
of the aforementioned assumption, using artificial datasets where the assumption is true, can be beneficial.

C.4. Comparing FasterRCNN and UnCounTR

(a) Image & Exemplars  (b) FasterRCNN  (c) UnCounTR (ours) 

Figure 7. When UnCounTR works better than FasterRCNN. Given two images with exemplars (a) we compare the output predictions
of FasterRCNN (b) and of our model (c). We find that FasterRCNN either misses most objects in high-density settings or detects non-target
instances which is because the model cannot utilise any prior knowledge in the form of exemplars.

C.5. Qualitative results

(e) GT=113; Pred=77 (f) GT=22; Pred=10

(c) GT=10; Pred=11 (d) GT=17; Pred=17

(b) GT=42; Pred=43(a) GT=30; Pred=28

Figure 8. Qualitative UnCounTR results. We show UnCounTR’s predictions on six different images from the FSC-147 test set. The
green boxes represent the exemplars and the number in the top-left of each image indicate the ground-truth and predicted count for each
sample. Our prediction is the sum of the heatmap rounded to the nearest integer.

Figure 8 visualises predictions of our model UnCounTR on the FSC-147 dataset. The model predicts good count estimates
even for images with more than twice as many objects as the maximum number of objects seen during training (Subfigure b).
In general, the model successfully identifies the object type of interest and focuses on the corresponding instances even if
they only make up a small part of the entire image (Subfigure a). However, UnCounTR still misses some instances in these
settings.



For very high counts (Subfigure e) and images with artefacts such as watermarks (Subfigure f), the model sometimes fails
to predict a count close to the ground-truth.
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