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In this supplementary material, we present additional in-
formation that was not included in the main paper due to
space limitations. We have meticulously organized the de-
tails into individual sections to enhance clarity and facilitate
a comprehensive understanding of our work.

1. Related Work
This section reviews current defenses for FL, categorizing
them into different categories. These defenses are sys-
tematically presented in Table 1, which offers an inclu-
sive overview of existing strategies to combat utility and
privacy-centric attacks. Adversarial training defense is pri-
marily applied on the client side, focusing on defending
against data poisoning attacks through training on adver-
sarial examples [15, 46, 66]. Byzantine robust aggrega-
tion techniques, typically executed on the server side, pro-
tect against model and data poisoning attacks by replac-
ing standard aggregation algorithms such as FedAvg [33]
with more robust options that filter out malicious updates
[3, 5, 13, 31, 62]. Data and update analysis strategies can
be implemented on both server and client sides, involv-
ing scrutiny of aggregated client updates to detect anoma-
lies and malicious activity [14, 21, 45, 47]. Secure multi-
party computation enables secure joint computation with-
out revealing individual data [4, 38, 64]. Trusted execution
environments provide a secure application running, safe-
guarding against tampering and reverse engineering attacks
[7, 35, 36]. In highly sensitive FL scenarios, differential
privacy adds noise to model updates before transmission,
protecting data privacy [20, 55, 58]. Finally, a potent de-
fense, homomorphic encryption, enable computations on
encrypted data, ensuring privacy protection and thwarting
unauthorized access [29, 67].

Existing defense techniques in FL have several limita-
tions. Primarily, they tend to focus on specific types of
adversarial attacks, making them less effective against a
broader range of threats, including combined attacks, poten-
tially leading to overfitting. Notably, the realm of defense

Table 1. Comparison of existing defenses and their applicability
for utility-centric attacks (U-CA) and privacy-centric attacks (P-
CA) in FL. EA: evasion attack, DIm: defense impact, DB: defense
budget, DV: defense visibility, src: source of the defense, S: server,
and C: client. denotes strongly yes, denotes strongly no.

FL
defense

category (src)

FL
defense
methods

Can defend U-P
tradeoff
analysis

Defender’s
perspective

analysis
U-CA | EA P-CA DIm DB DV

Adversarial
training (C)

FAT [66], RS [9],
FedDynAT [46],

GALP [15]
|

Byzantine
robust

aggregation
techniques (S)

Krum [3],
ShieldFL [31],

FLTrust [5]
|

Data/ update
analysis

(S and/or C)

DeepSight [45],
FL-Defender [21],

SparseFed [40]
|

Secure
multi-party

computation (C)

AMPC [64],
Byrd et al. [4] |

Trusted
execution

environments (C)

Flatee[36],
Chen et al. [7],

PPFL [35]
|

Differential
privacy (C)

NbAFL [58],
Hu et al. [20],
2DP-FL [60]

|

Homomorphic
encryption (C)

DCAE [67],
PEFL [29],

Batchcrypt[63]
|

FCD (ours)
src: S and C |

against evasion adversarial attacks in FL has seen limited re-
search attention. Furthermore, the efficacy of certain byzan-
tine robust aggregation techniques, such as Krum, trimmed
mean, and median, can be compromised under specific con-
ditions, like non-IID data or a high proportion of malicious
updates. These limitations underscore the need for develop-
ing a comprehensive and efficient defense mechanism that
is versatile, easy to implement, and minimizes computa-
tional complexity. Hence, we introduce a unified defense
approach, FCD, designed to effectively defend against mul-
tiple threats, demonstrating consistent performance across
benchmarks.
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2. Additional Background Details
In this section, we include additional background details in
continuation of the details in the main paper. A summary of
adopted notations is provided in Table 2.

Table 2. Summary of adopted notations

Notation Definition
Ck kth local client
Dk kth local client data
α Weighting factor for distillation loss in total loss
K Shared secret key
Ag Global test accuracy without attack
A∗

g Global test accuracy with evasion attack
fθ Local model
Gθg Global model
Dtest Test data at the server
Pk Prediction probabilities on normal data
Qk Prediction probabilities on encrypted data
D̃test Evasion attacked test data at the server
E(X ) FCD encrypted data X
∇θtk kth local client update at time t
η Learning rate
R Total number of classes
n Total number of clients
m Total number of clients selected per round
Ap Attack percentage
L Total loss function
LCE Cross-entropy loss function
LKLD KL divergence loss function
RK Row-based transposition cipher using secret key
ρ Number of attacked samples
ϵ Distortion caused by MIA
µ Evasion attack bound
ζ Separability index of E(X )
δ FCD resilience bound to MIA attacks
Nk Total number of training samples per client k
Nte Total number of test samples
U Attack impact on utility
P Privacy gain
TM Threat model
ν Step size of perturbation
κi Individual key value at ith index
σ(.) Softmax function

More details on FL setup. In this work, we investi-
gate two FL data shard settings: (i) Homogeneous, where
each client’s dataset size is identical, i.e., |D1| = |D2| =
..|Dn| = |D|

n , and (ii) Heterogeneous, involving non-
independent and non-identically (non-IID) distributed data
achieved by partitioning the dataset using a Dirichlet distri-
bution [34] with parameter β = 1 among clients. In ho-
mogeneous settings, we randomly divide the dataset evenly
among all clients. For heterogeneous settings, the number
of samples is determined using the Dirichlet distribution. It
is a fundamental probabilistic model used in FL to charac-

terize the distribution of data across different clients. This
distribution is controlled by a parameter β, which plays a
pivotal role in influencing the degree of non-IIDness in the
dataset distribution. The working principle of the Dirich-
let distribution involves generating data partitions across
clients based on their unique characteristics. The mathemat-
ical formulation of the Dirichlet distribution is expressed as
follows:

p(x1, x2, . . . , xK |β) =
1

B(β)

K∏
i=1

xβi−1
i ,

where x1, x2, . . . , xK represent the proportions of data al-
located to each client. K is the total number of classes.
β = (β1, β2, . . . , βK) is a vector of parameters that influ-
ence the distribution (in our approach, we consider a case
where all the βi values are the same, resulting in a symmet-
ric Dirichlet distribution). B(β) represents the multivari-
ate Beta function, which serves as a normalizing constant
in the probability density function of the Dirichlet distribu-
tion. This function ensures that the calculated probabilities
from the distribution sum up to 1 over the simplex defined
by the data proportions.

The formula for the multivariate Beta function B(β) is
given by:

B(β) =

∏K
i=1 Γ(βi)

Γ(
∑K

i=1 βi)
.

Through manipulation of the parameter β, the density of
independently and identically distributed (IID) data splits
among clients can be shaped, thereby determining the non-
IID nature of the data distribution. Proper calibration of β
becomes essential for FL systems, allowing them to account
for the inherent heterogeneity in real-world client data, a
crucial factor for model robustness and generalization. We
set β = 1 in all our experiments, which provides heteroge-
neous non-IID data shards following recent work [48].

The primary objective of FL is to train a global model,
represented as Gθg where G stands for the model and θg sig-
nifies the parameter set, which performs effectively on the
global test data Dtest. In each round t, the central server
transmits the current global model version, θtg , for updat-
ing across all n clients. Each client k initializes its local
model parameter, θtk, with θtg and proceeds to train it using
its private local dataset, Dk. Following local training, client
k calculates the gradient update, denoted as∇θtk = θtk−θtg .
These individual client model updates are then transmit-
ted back to the server, where they are aggregated and used
for the subsequent round. Typically, synchronous federated
weighted averaging (FedAvg) [33] is employed for aggre-
gation, represented as:

θt+1
g = θtg +

n∑
k=1

λk∇θtk (1)



where λk = Nk∑
Nk

, and
∑

k λk = 1. This iterative process
continues until the global model converges.
Evasion attacks in FL. In these scenarios, the adversary
manipulates the model’s deployment environment, induc-
ing incorrect model behaviour and attempting to reconstruct
the client’s private data [25, 56]. Notably, the adversary
operates with limited knowledge, lacking insights into the
learning algorithm, model parameters, network architec-
ture, or any defense-related transformations implemented
by the clients or central server. The attacker’s approach in-
volves altering the deployment environment with malicious
test data perturbations to undermine the utility of the global
model [48], as illustrated in Figure 1. Additionally, the ad-
versary may execute MIA [56] on the deployed model to
reconstruct the private and sensitive data of the clients, as
depicted in Figure 1. An effective defense against these
evasion attacks is crucial for restoring the security and trust-
worthiness of the FL system. In this work, we address a
prevalent and practical type of utility-centric data poison-
ing evasion attack and MIA in FL.
Homomorphic encryption and transposition cipher. Ho-
momorphic encryption enables operations on encrypted
data without the need for decryption [1, 41, 65]. It comes
in three forms: partially homomorphic encryption (PHE)
and supporting one operation (addition or multiplication).
Somewhat homomorphic encryption (SHE) allows both op-
erations with some restrictions, and fully homomorphic
encryption (FHE) supports arbitrary combinations of ad-
ditions and multiplications [50, 52]. On the other hand,
the transposition cipher is an encryption method that shifts
plaintext characters to form ciphertext, often relying on
mnemonic aids [39, 43, 50]. Our approach leverages the
row-based transposition cipher for encryption. It aligns with
homomorphic encryption principles, enabling operations on
the ciphertext without decryption, preserving data privacy,
and delivering consistent results. It supports various mathe-
matical operations, including additions and multiplications,
in ML model training on the encrypted data. While our
method exhibits FHE-like capabilities, it is worth noting
that our FCD combines the simplicity of the row-based
transposition cipher with the power of FHE. To the best
of our knowledge, our work pioneers the use of straight-
forward yet effective transposition cipher-based encryption
in data space for defending against both evasion utility and
model inversion attacks in FL.
Threat model. We introduce two distinct threat models,
TM1 and TM2, formulated to reflect real-world FL produc-
tion deployment settings, as shown in Figure 1. Our threat
models address an honest-but-curious (HbC) adversary at
the central server, as inspired by related work [49, 56]. In
TM1 (evasion utility attack), the adversary conducts an
indiscriminate evasion attack by manipulating test data at
the central server during inference, aiming to misclassify

a substantial portion of the inputs [25, 56]. In TM2 (pri-
vacy attack), the adversary’s goal shifts to performing a
model inversion attack (MIA) [18] with the aim of recon-
structing private data. In both scenarios, the adversary re-
mains uninformed and treats the deployed global model as
a black-box, operating covertly without knowledge about
the learning algorithm, parameters, network architecture, or
any defense-related transformations in the clients or central
server. The adversary lacks access to clients, aggregation
algorithms, and the global model and cannot tamper with
training data, predictions, or local models. Additionally,
the adversary cannot access the shared secret key used by
clients and the server and is unable to disrupt the communi-
cation channels. The HbC central server continues to func-
tion normally, maintaining training cycles, sending regular
updates to clients, sharing the secret key, and aggregating
the global model.

Benign
clients 

Central  
server

Aggregated global
deployment model

Malicious input

Stop (97.5%)

Gradient
noise

Global
model 

Model
inversion

attack

Reconstructed
private data

TM1: utility-centred
data poisoning attack

TM2: privacy-centred
model inversion attack

Global
model 

Misclassification

Benign
updates

Figure 1. Overview of two different threat models (TM) with po-
tential vulnerabilities and attacks during inference.

2.1. Black-box adversarial attack algorithm
(MSimBA) [24]

Initially, a random gradient perturbation is added to the
original image to calculate the adversarial image. It is cal-
culated as X̃ = X + ν ∗ Gp, where X̃ is the adversarial
image, X is the original image, and Gp is the randomized
gradient perturbation. The step size (ν) controls the inten-
sity of perturbation. The adversary uses the global black-
box model on X̃ to calculate the most confused class score,
CCS = maxŶ≠Y{P (Ŷ|X )}, where Y , Ŷ are original and
predicted classes, respectively. The process is repeated un-
til the algorithm generates the final adversarial image as per
X̃ = X +ν ∗Gp. For the initial iteration, the gradient is up-
dated in the positive direction. The gradient is added in the
negative direction for the next iterations and is subsequently
changed randomly.

The iterative method creates an adversarial image that
will eventually be misclassified. In addition, it converges
on the L2 norm such that it is µρ bounded. The thresh-
old parameter (µ) controls the deviation of the adversarial
image w.r.t. the original image without making it perceiv-



able to the human eye. In the final step, converged gradient
perturbation (Gp) is added to the input image according to
X̃ = X + ν ∗ Gp, where X̃ . This step returns the final ad-
versarial image to the global test dataset for testing. In this
manner, we use a novel black-box evasion attack framework
in FL, as shown in Algorithm 1.

Algorithm 1 M-SimBA [24]

Input: Global model Gθ, clean test data Dtest, number of
attack samples ρ

Output: Poisoned test data D̃test

1: for bp = 1 to batches in Dtest do
2: for i = 1 to ρ do
3: CCS = maxŶ≠Y{P (Ŷ|X )}
4: tempCCS ← 0
5: ifGradChecked← 0
6: X̃ = X + ν ∗Gp

7: while (Gθ(X̃ ) == Y) do
8: if CCS < tempCCS then
9: if ifGradChecked == 0 then

10: Update Gp←−(Gp)
11: ifGradChecked← 1
12: else
13: Randomize Gp

14: ifGradChecked← 0
15: if ||X̃ = X + ν ∗Gp −X||2 < µ then
16: X̃ = X + ν ∗Gp

17: tempCCS ← CCS
18: Pass X̃ to the Gθ for inference
19: Update CCS
20: D̃test← X̃
21: return D̃test

3. Extended Details of Proposed Framework
3.1. FCD framework description.

The FCD framework differs from standard FL because it in-
volves client’s training on encrypted data instead of normal
data. These clients optimize a combined loss, which in-
cludes cross-entropy and distillation loss obtained using the
KL divergence between a pretrained local model trained on
normal data and the local model trained on encrypted data.
FCD cryptographic encryption. This proposed defense
incorporates encryption to train & test data, aligning with
FL’s functional and performance requirements. It must sat-
isfy two critical criteria: (i) providing defense against eva-
sion data poisoning and MIA attacks, and (ii) maintaining
high accuracy even when under attack, as shown in Algo-
rithm 2 and Figure 2.
Rationale for FCD design. The initial step of transposing
the data before performing row-wise transformations serves

Algorithm 2 Proposed FCD method

Input: X , original data; K ∈ Rh, shared secret key
Output: E(X ), FCD encrypted data

1: for b = 1 to batches in X do
2: for i = 1 to len(X [b]) do ▷ All images in X [b]
3: x←X [b][i]
4: x′ ← xT ▷ Transpose of x
5: RK(x

′)← x′[:,K, :] ▷ Row-based encryption
6: E(X [b][i])←RK(x

′)

7: return E(X )

Row-wise
TransformationTranspose

key

Original image Transposed image
Key-based

transformed image 

Row-wise symmetric transposition cipher

Figure 2. Proposed row-wise symmetric transposition cipher-
based FCD transformation.

the primary purpose of enhancing information security ro-
bustness. Even in an extreme case where an attacker gains
access to the encryption key or parts of the transformation
algorithm, they would remain unaware of the precise de-
tails of the complete transformation process. This encom-
passes critical aspects like the order and nature of image
transpose, the number and nature of shuffling iterations, the
placement of transposition within the algorithm, cryptope-
riods, and more. In a scenario involving black-box evasion
attacks, this level of access is unlikely to be granted with-
out preliminary reconnaissance queries, typically conducted
before launching a full-scale attack. Furthermore, in the
event of a security breach, the defender has the flexibility to
periodically alter parameter details and transformation pro-
cedures, implementing an entirely new encryption scheme.
Each key-based FCD encryption results in a unique pattern
for the original and transformed images. In essence, this ap-
proach serves to obscure the gradients of the loss function
within the sub-spaces defined by the key.

We employ a row-based transposition cipher for its
seamless integration with Python, C, and C++, which are
row-major programming languages where data is primarily
stored in a row-major order [53]. This means that reading
data row-wise is generally more efficient in terms of mem-
ory access compared to reading it column-wise, facilitating
efficient memory access. Further, our choice aligns well
with parallel processing, a key factor for handling large ma-
trices during cryptographic operations. Also, it ensures con-
sistent data block sizes, reduces memory fragmentation, and
is mathematically suited to encryption algorithms, enhanc-



ing overall efficiency. Our selection is informed by cryp-
tographic standardization and recommendations, emphasiz-
ing both efficiency and security in our FCD-integrated FL
system.
FCD dual property benefits aligned with defender’s per-
spective. (i) Low visibility: The first crucial property per-
tains to the level of adversarial security in the FCD transfor-
mation. FCD employs a two-level preprocessing approach
on input data, involving both transposition and a secret key.
The secret key K and the row-wise transformation signifi-
cantly influence the local classifier model as it trains on the
encrypted images. As a result, the gradients of the loss func-
tion become unique concerning the specific key K and the
pattern established by our proposed FCD approach. Mathe-
matically, for a given local classifier fθ(.) and loss function
L, it holds that L(fθ(E(X ),Y)) ̸≈ L(fθ(X ,Y)). Similarly,
L(fθ(FCD(X ,K1),Y)) ̸≈ L(fθ(FCD(X ,K2),Y)), where
K1 and K2 represent different keys. Consequently, the
global model, obtained by aggregating all local client mod-
els, performs optimally in global testing only when the test
images are transformed under the exact same key K used to
transform the local client’s data. This ensures that the de-
fense remains end-to-end encrypted with the secret key. It
further implies that the equations fθ(E(X ),Y) ̸= fθ(X ,Y)
and fθ(FCD(X ,K1),Y) ̸= fθ(FCD(X ,K2),Y) are satis-
fied. The secret-key-based row-shuffling operations, com-
bined with the transpose, provide robust protection for the
image data, not only against server test data attacks but also
against client and server-level attacks. (ii) Low budget: The
second important property relates to low computation costs
concerning client resource requirements, as it happens at
the beginning of the FL process. FCD employs vectorized
operations, as depicted in Algorithm 2, ensuring efficient
implementation suitable for large-scale systems with negli-
gible overhead during training and inference. This approach
eliminates the need for substantial client resources or a
trusted third-party key exchange. Moreover, the key dimen-
sion is constrained, with K ∈ Rh, mitigating the challenges
associated with high-dimensional data. Consequently, the
proposed FCD method readily adapts to real-world FL ap-
plications w.r.t. defender’s perspective, addressing concerns
related to resource constraints and processing time.

Lemma 3.1 The expected time complexity of our FCD en-
cryption function E(X ) is linear, specifically O(nh), where
n represents the number of samples, and h denotes the im-
age height.

Proof. The first step involves calculating the transpose of
the image matrix. By harnessing methods like torus array
processors [44], vector register files with diagonal registers
[16], and optimizing parallel processing for large matrix
transpositions [42], our FCD can achieve a time complex-
ity of O(nh) for this operation. The subsequent step in-

volves conducting row shuffling on the transposed image
matrix, a process accomplished within O(nh) time. This is
achieved through the application of the Fisher-Yates shuffle
algorithm [11], a method designed for generating a random
permutation of a finite set. Adding up the times for both
operations, we obtain the overall time complexity of FCD
as O(nh). Our proposed FCD demonstrates a notable im-
provement in time complexity, operating atO(nh). This is a
significant enhancement compared to the O(nwN 2 logN )
time complexity required for encryption and decryption of
model parameters, where nW represents the number of
model parameters and N is the bit length of the key [22].
It is important to emphasize that FCD exclusively operates
within the encrypted data space, eliminating the need for
decryption. This stands in contrast to other methods that
function in the gradient space and necessitate both encryp-
tion and decryption, resulting in a polynomial increase in
time complexity [19, 22, 65]. Furthermore, FCD’s opera-
tions at the client’s end occur only at the start of the FL pro-
cess, effectively reducing the time complexity by half. This
pragmatic approach ensures that time complexity remains
practical for real-world applications.
Computational & communication cost analysis and effi-
ciency comparison. We provide the average GPU RAM us-
age and execution time of our FCD method in Table 3. Fur-
ther, as outlined in Section 3 and Algorithm 1 in the main
paper, the server initializes a secret key (K) at the beginning
of the FL process and shares it with all clients. During each
round, the server only communicates model updates with
the clients, similar to the standard FL system process. In
summary, integrating FCD into the existing FL system in-
curs no significant computational and communication costs.

Table 3. Computation cost comparison of FCD.

Defense GPU RAM
usage (GB)

Execution
time (s)

ND ≈ 3.5 ≈ 485
FAT ≈ 5.1 ≈ 607
RS ≈ 3.8 ≈ 510

FCD (ours) ≈ 4.2 ≈ 565

3.2. Overhead

We found no observable overhead in using FCD with the
existing FL system, as it is a systematic row-wise transfor-
mation based on the shared secret key. Hence, these trans-
formations are not overheads, even for the client side. Every
communication round finished within a few seconds as FCD
performed simple image transformations instead of creating
new data for every round at the server side. In addition to
having no overhead, our modular implementation of FCD
enables it to be easily integrated into existing FL systems.



Similarly, FAT and RS show no additional overhead as the
former involves one-time adversarial data augmentation and
the latter involves a one-time addition of Gaussian noise.

3.3. Convergence and Feasibility Proofs of FCD

We present comprehensive proofs for the convergence of
our FCD-integrated FL global model and its resilience
against MIAs with ϵ-distorted characteristics, as detailed in
the main paper.

Corollary 3.1.1 Under the regularity conditions of L-
smoothness, τ -strong convexity, and a decaying learning
rate, Federated Averaging (FedAvg) [33] with partial de-
vice participation satisfies the following convergence bound
according to recent work [28]:

E[Gθg ]− G∗ ≤
2L

τ(γ + T )

(
B + C

τ
+ 2L∥θ0g − θ∗g∥2

)
.

Here, the variables have the following meanings: B = Γ+
(E − 1)2, where Γ represents the measure of non-IID data
distribution. C signifies the client selection for aggregation,
with C = 0 when all n client updates are considered. T
denotes the number of global communication rounds, and
G∗ represents the optimal global model [28].

Theorem 3.2 FCD convergence. Under the regular-
ity conditions of L-smoothness, τ -strong convexity, and
a decaying learning rate, our FCD integrated FL with
clients trained on encrypted data E(X), obtained using
FCD(X ,K), the global model converges to

E[Gθg ]−G∗ ≤
2L

τ(γ + T )

(
B + C

τ
+ 2L∥θ0g − θ∗g∥2

)
+D.

The positive constant D ≤ ψ quantifies how distillation
enhances the convergence rate. It accelerates convergence
by transferring learnable knowledge from the local teacher
model trained on X to a student model trained on E(X ).
The constant ψ quantifies how distillation accelerates con-
vergence in our specific setup.

The local student model undergoes updates via Feder-
ated Averaging (FedAvg) using the transformed data E(X ).
This setup leverages knowledge distilled from the local
teacher model, trained on X , potentially resulting in an ac-
celerated convergence process. The revised Corollary 3.1.1
accounts for the impact of distillation on the reduction of
the global model’s loss. The positive constant D quantifies
how distillation enhances the convergence rate. By posi-
tioning D in the numerator, we emphasize its contribution
to reducing the global model’s loss. This addition effec-
tively accelerates the convergence process by transferring
knowledge via distillation. The enhanced corollary offers
a comprehensive representation of the factors influencing
convergence within the FCD-integrated FL framework.

Proof. We extend Corollary 3.1.1, which has been previ-
ously proven by [28], to demonstrate that the transformation
from the original data X to E(X ) via our FCD has no im-
pact on the original convergence expression. Furthermore,
we justify and bound for the additional term D.
1. Preservation of loss function: The transformation from
X to E(X ) does not alter the combined loss function
L, which includes both cross-entropy loss and KL di-
vergence loss.

2. Gradient properties: The gradient with respect
to the model parameters θ for the combined loss
function remains unaffected by the transformation:
∇θL(θ,X ,Y)→ ∇θL(θ, E(X ),Y).

3. Smoothness and convexity: Both the cross-entropy loss
and KL divergence loss exhibit smoothness and convex-
ity properties, which are crucial for convergence with the
Adam optimization algorithm.

4. Convergence bound: We employ the expression from
Corollary 3.1.1, which involves parameters such as B,
C, T , and G∗, to ensure that the decrease in the global
model’s combined loss is bounded.

5. Additional term for distillation: The added term D re-
flects the decrease in the global model’s distillation loss
over each round of FedAvg. This term signifies the rate
of convergence enhancement due to distillation and is
represented as D ≤ ψ. The constant ψ quantifies how
distillation accelerates convergence in our specific setup
based on empirical observations and experiments. Nu-
merical experiments are conducted to empirically verify
Theorem 3.2.
This enhanced theorem provides a comprehensive repre-

sentation of the factors influencing convergence in the FCD-
integrated FL setup. The below Corollary provides evidence
that our FCD-integrated FL system offers robustness against
µρ-bounded adversarial perturbations, affirming the effec-
tiveness of our approach.

The following theorem provides compelling evidence
that our FCD-integrated FL system exhibits resilience
against ϵ-distorted data reconstructed by MIA, highlighting
the efficacy of our approach.

Theorem 3.3 (Resilience to ϵ-distorted MIA attacks.) Let
X ∗ represent the data reconstructed by the adversary us-
ing the MIA attack. We demonstrate that training on FCD-
encrypted data space, denoted as E(X ), imparts resilience
to ϵ-distorted MIA attacks. Specifically, our result estab-
lishes that:∣∣∣∣∥X ∗∥ − ∥E(X )∥

∣∣∣∣ ≤ ϵ+ δ, for some ϵ ≥ 0 and δ ≥ 0.

Proof. We prove this by using ϵ- distorted definition in main
paper, which states that

∥X ∗ −X∥ ≤ ϵ, for some ϵ ≥ 0. (2)



Next, we define that the FCD encrypted data space E(X )
is δ- separable w.r.t. to original data space X and is given
by

∥X − E(X )∥ ≤ δ, for some δ ≥ 0. (3)

Here, δ-separability is introduced due to the transfor-
mation of the original data space by the FCD-encrypted
data space. We use a row-based transposition cipher ap-
plied to the original data space. Formally, we define it
as E(X ) ≜ RK(X T ), where K represents the given se-
cret key. Now, we apply the reverse triangular inequality
[30, 37], which states that any side of a triangle is greater
than or equal to the difference between the other two sides
(a, b). In the case of a normed vector space, the statement

is
∣∣∣∣∥a∥ − ∥b∥∣∣∣∣ ≤ ∥a − b∥. Applying it to Eq. 2 and Eq. 3

we get ∣∣∣∣∥X ∗∥ − ∥X∥
∣∣∣∣ ≤ ∥X ∗ −X∥ ≤ ϵ. (4)∣∣∣∣∥X∥ − ∥E(X )∥∣∣∣∣ ≤ ∥X − E(X )∥ ≤ δ. (5)

Further, we use Eq. 4 and Eq. 5 and write∣∣∣∣∥X ∗∥ − ∥X∥
∣∣∣∣ ≤ ϵ. (6)∣∣∣∣∥X∥ − ∥E(X )∥∣∣∣∣ ≤ δ. (7)

Adding Eq. 6 and Eq. 7, we get∣∣∣∣∥X ∗∥ − ∥X∥+ ∥X∥ − ∥E(X )∥
∣∣∣∣ ≤ ϵ+ δ. (8)∣∣∣∣∥X ∗∥ −�

��∥X∥+�
��∥X∥ − ∥E(X )∥

∣∣∣∣ ≤ ϵ+ δ. (9)

∣∣∣∣∥X ∗∥ − ∥E(X )∥
∣∣∣∣ ≤ ϵ+ δ, for some ϵ ≥ 0 and δ ≥ 0.

(10)
Finally, Eq. 10 proves the Theorem 3.3, demonstrat-

ing the resilience of the FCD-integrated FL system to ϵ-
distorted model inversion attacks.

4. More Experimental Details and Ablation
Study

4.1. Datasets, implementation details, and metrics

We extensively evaluated with four benchmark datasets:
German traffic sign recognition benchmark (GTSRB) [51],
KUL Belgium traffic sign (KBTS) [32], CIFAR10 [23],
and EMNIST [8] for TM1, while TM2 employs CIFAR100
[23].

Table 4. Proposed CNN configuration details

4 Convolution layers
Input (150 × 150 RGB images)
Conv2d 64; kernel 5; stride 1
Conv2d 128; kernel 3; stride 1
Conv2d 256; kernel 1; stride 1
Conv2d 256; kernel 1; stride 1

Fully connected layer 1
Fully connected layer 2

Softmax classifier

• GTSRB [51]. is a well-known benchmark dataset for
traffic sign classification. It consists of 43 traffic sign
classes with 39209 samples. We build a custom 4-layer
CNN architecture followed by two fully connected layers
as shown in Table 4 and treat this as a global model for
this dataset. It takes an input image of size 150× 150.

• KBTS [32]. is another well-known benchmark dataset
for traffic sign classification. It consists of 62 traffic sign
classes with 6978 samples. We use the earlier custom 4-
layer CNN architecture as a global model for this dataset.
Similar to the above dataset, we consider 40 clients and
select all client updates at every communication round.

• CIFAR10 [23] & CIFAR100 [23]. These are well-known
benchmark datasets for classification, containing 60,000
samples from ten and hundred different classes. We use
ResNet18 [17] architecture with an input size of 224×224
on CIFAR10. For CIFAR100, we use VGG11 and follow
the setup given in [27].

• EMNIST [8]. This is another benchmark dataset of
671,585 samples of handwritten characters & digits with
62 classes, including upper and lowercase handwritten
characters. We use the LeNet5 [26] architecture that takes
an input of size 32× 32.
Furthermore, our FL setup encompasses 3, 5, 10, 15,

and 25 clients for GTSRB, KBTS, 100 for CIFAR10, and
10,000 for EMNIST datasets, focusing on utility evasion at-
tacks. Also, the server selects all clients for GTSRB, KBTS,
40 & 70 for CIFAR10, and 100 & 500 for the EMNIST
dataset for aggregation. Additionally, our dataset partition-
ing allocates 80% for training and 20% for testing. We dis-
tribute the training data uniformly in a homogeneous setting
and randomly with a Dirichlet parameter (β = 1) in hetero-
geneous settings across local client data shards for FL un-
der TM1. We explore three attack percentage settingsAp as
30%, 50%, and 100%. Here, Ap = ρ

Nte
is defined as num-

ber of test samples under attack to total samples. As for
TM2, we align our implementation with recent works [27]
for CIFAR100. This approach ensured a comprehensive
evaluation of FCD across diverse model architectures under
TM1. Each experiment involved the generation of distinct
keys K ∈ R150,224,32. We ran for 200-500 global epochs,



each comprising 5-10 local epochs on local data, employ-
ing a batch size of 64 and a learning rate set at η = 0.01. A
sample code is submitted as part of this supplementary
material. The complete code will be released after the
acceptance.

4.2. Software and machine setup

We used Python version 3.6 with frameworks like PyTorch,
Pandas, and NumPy. We implemented the experiments such
that the local model training at the clients and global model
testing at the server happen on a Nvidia Tesla M60 GPU
with 8GB of RAM.

4.3. Baselines

We use the below baselines based on TM1 on their rele-
vance and applicability in evasion attacks within FL.
• FAT [66]: In adversarial training, the defender gener-

ates attack data and augments it with the original normal
data to train the model. Federated adversarial training
(FAT) combines FL and adversarial training to mitigate
the threat of evasion attacks during inference. We add
one adversarial sample per training batch of data for every
client in our experimentation, which gave the best results.

• Randomized Smoothing (RS) [9]: Randomized smooth-
ing is a method for constructing a new, “smoothed” classi-
fier from an arbitrary base classifier. This method tries to
turn any classifier that is certifiably robust to adversarial
samples under L2 norm by adding some Gaussian noise
to the training and test data. We consider the suggested
configuration ς = 0.1 in our experimentation.
We use the below baselines based in TM2 against MIA

attacks, as stated in [27].
• Laplacian Noise [54]: Adds noise to the intermediate ac-

tivation. The noise follows a Laplacian distribution pa-
rameterized by scale b (location parameter µ is kept at 0).

• Dropout [18]: Utilizes a mask where each element takes
the value 0 with probability p and 1 otherwise. Multiplies
the mask element-wise with the intermediate activation.

• Topk-Prune [61]: Preserves the top k percent ele-
ments in the intermediate activation. Multiplies the mask
element-wise with the intermediate activation.

• Adversarial Noise [59]: Crafts adversarial noise using
Fast Gradient Sign Method (FGSM) [12]. Applies FGSM
on a surrogate inversion model (specifically, L3 inversion
model). Adds the crafted noise to the intermediate activa-
tion, scaling the gradient’s sign using the symbol ϵ.

• DistCorr [57]: Utilizes information correlation tech-
niques such as mutual information and distance correla-
tion. Applies regularization to the training process to en-
hance the model’s resistance against adversarial attacks.

• Bottleneck Layers [10]: This method enhances the effec-
tiveness of deep neural networks by minimizing feature
sizes. It introduces a partitioning scheme incorporating

a bottleneck unit, significantly diminishing the communi-
cation costs associated with transferring features between
mobile devices and the cloud.

Performance on CIFAR100 dataset. FCD performance
on CIFAR100 is already provided in the main paper (Ta-
ble 6 & Figure 4) against model inversion attacks. Now,
we also conducted an experiment of FCD under an evasion
utility attack on CIFAR100. The results in Table 5 demon-
strate FCD’s consistent superiority across different attack
percentages (Ap).

Table 5. Comparison of utility impact (U ↓) results with n = 100,
m = 40 for CIFAR100 dataset. ND denotes no defense.

Ap → 30% 50% 100%
ND 26.97±0.67 41.06±0.20 48.11±1.96

FAT 19.21±0.17 25.09±0.45 31.90±1.39
RS 22.43±0.26 33.51±1.59 35.18±1.72

FCD (ours) 13.55±0.32 18.80±1.31 23.16±1.54

Performance of local teacher models. Table 6 illustrates
the average test accuracy of local client teacher models
trained on original data shards distributed among clients
for homogeneous and heterogeneous FL settings across four
datasets. As anticipated, the teacher models perform better
when trained on the original dataspace. However, a slight
decrease in accuracy is observed under heterogeneous FL
settings, attributed to the non-IID data distribution among
clients. These proficient teacher models play a crucial role
in knowledge transfer, guiding the training of local student
models on FCD-encrypted data space in each round. This
not only enhances the overall accuracy but also fortifies the
models against challenges posed by TM1 and TM2.

Table 6. Average clients’ local teacher model accuracy on global
test data for homogeneous (Hom) and heterogeneous (Het) FL set-
tings on five datasets under no attack. All values are percentages.

Dataset Total clients, n Hom Het

GTSRB [51]

3 99.82 ±0.42 98.36 ±0.21
5 98.82 ±0.61 98.14 ±0.56
10 98.43 ±0.89 98.01 ±0.11
15 98.39 ±0.79 97.48 ±0.16
25 97.20 ±0.38 96.98 ±0.20

KBTS [32]

3 98.42 ±0.34 98.36 ±0.87
5 98.27 ±0.77 98.14 ±0.92
10 97.85 ±0.80 97.44 ±0.94
15 97.87 ±0.33 97.18 ±0.67
25 97.06 ±0.69 96.21 ±0.30

CIFAR10 [23] 100 94.37 ±0.58 93.36 ±0.39
EMNIST [8] 10000 93.50 ±0.36 91.42 ±0.41

Ag of FCD integrated FL under TM2. Table 7 presents
the performance of the FCD-integrated FL system under
TM2, where the honest-but-curious (HbC) server executes a



Table 7. Comparison of Ag (↑) of FCD with other methods under
TM2 for the CIFAR100 dataset. ND denotes no defense.

Defense method Ag

ND 68.5
Laplacian [54] 58.4
Dropout [18] 57.8

TopkPrune [61] 50.4
AdvNoise [59] 62.0
DistCorr [57] 62.1

Bottleneck Layers [10] 58.0
ResSFL [27] 67.5
FCD (ours) 62.3

model inversion attack. FCD operates in an encrypted data
space, demonstrating higher Mean Squared Error (MSE),
as discussed in the main paper. The global test accuracy
Ag of FCD is compared to other methods. While FCD’s
performance closely aligns with the accuracy of no defense,
ResSFL outperforms in terms of utility. However, FCD ex-
cels in balancing this tradeoff between utility and privacy,
maintaining competitive accuracy while providing robust
resilience to MSE attacks. The inherent tradeoff between
utility and privacy is effectively managed by FCD, ensuring
elevated privacy levels alongside reasonable utility perfor-
mance, as depicted in Table 7.
Distillation loss guided by KL Divergence. Table 8 illus-
trates the performance of our FCD defense under a no attack
scenario, both with and without the inclusion of distillation
loss (LKLD) guided by Kullback-Leibler (KL) divergence,
across four datasets. Remarkably, FCD with LKLD in the
total loss exhibits higher accuracy compared to the scenario
without LKLD, showcasing an gain of 3 − 4%. This im-
provement is attributed to the capability of LKLD to trans-
fer knowledge from a local teacher model trained on normal
data to the local student model, training on FCD-encrypted
data space. This property facilitates reduced training loss
and enhances model convergence.

Table 8. Comparison of FCD integrated FL system with/without
distillation loss for homogeneous (Hom) and heterogeneous (Het)
FL settings on four datasets, in terms of best global test accuracy
(Ag%) ↑ under no attack. All values are percentages. Result
indicate best results.

GTSRB [51] KBTS [32] CIFAR10 [23] EMNIST [8]
Method Hom Het Hom Het Hom Het Hom Het

FCD
without
LKLD

94.88±0.20 93.54±0.24 95.74±0.89 95.18±0.32 73.36±1.51 74.62±1.62 83.35±0.68 80.37±1.69

FCD
with
LKLD

97.72±0.43 96.68±0.18 97.43±0.12 96.80±0.46 77.28±1.77 76.16±0.19 85.56±2.12 83.16±2.08

4.4. Time-series Analysis

Figure 3 shows the comparison of test accuracy under at-
tack for each communication round under homogeneous

and heterogeneous FL settings on the GTSRB and KBTS
datasets, respectively. Here, we show results on a case
with n = 10 and Ap = 100 for brevity. On the GTSRB
dataset, it takes about 55 rounds to reach stability as the
server is busy aggregating new gradient information from
the clients. However, convergence in the homogeneous set-
ting is slightly faster than in the heterogeneous setting be-
cause of the regular data samples in each local data shard.
On the other hand, FAT and RS take larger rounds for con-
vergence and perform less compared to our FCD. This is
because FAT and RS rely on adding perturbed data in terms
of adversarial samples and Gaussian noise and hence re-
quire many epochs for model convergence. Further, the re-
sults on the KBTS dataset are much more diverse. Limited
data availability is another reason for the poor convergence
performance of FAT and RS. However, our FCD shows sta-
ble performance under less data availability and converges
quickly compared to other methods.

FAT [66] -homoFL RS [9] -homoFL FCD-homoFL
FAT [66] -hetFL RS [9] -hetFL FCD-hetFL
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Figure 3. Time series comparison of test accuracies under attack
for various defenses and FL settings. We show a case with n = 10
and Ap = 100% for brevity.

4.5. Impact of Weight Factor αk on Ag

We conducted an experiment to examine the impact of the
weight factor, αk, on the global test accuracy Ag of the
FCD-integrated FL system. This weight factor allows us
to assign significance to the distillation loss guided by KL
divergence, which is added to the cross-entropy loss to form
the total loss. A larger weight factor corresponds to a higher
emphasis on distillation loss. We selected weight factor val-
ues within the αk ∈ [0, 2] range, specifically 0.1, 0.2, 0.5,
1.5, and 2, and present the global test accuracy without at-
tack in Figure 4. The experiment involved configurations
with n = 25, 25, 100, 10000 and m = 25, 25, 70, 500 for
the GTSRB, KBTS, CIFAR10, and EMNIST datasets, re-
spectively, across homogeneous and heterogeneous FL set-
tings. Our observations reveal that, across all cases, set-
ting {αk}Nk

k=1 = 0.5 yielded the highest Ag . This outcome
can be attributed to the balanced weighting of distillation
loss and cross-entropy loss, facilitating learning from lo-
cal teacher models trained on the original data space and



transferring knowledge to local student models trained on
FCD-encrypted data space.

5. Discussion
Case about model obfuscation: Correct gradients of the loss
function for the input are required for optimization-based
attack strategies. One of the main reasons that adaptive
attacks [6] are successful is that gradients can be approx-
imated as defensively transformed input is similar to the
original input (T (X ) ≈ X , where T (.) is some defen-
sive transformation). Hence, evaluating adversarial defense
must prevent being lulled into a false sense of security. In
contrast, in the proposed FCD method, the input is trans-
formed systematically with a secret key in a simple man-
ner. The resulting input differs from the initial input (i.e.,
E(X ) ̸≈ X ). Key K directly controls the gradients, unlike
conventional obfuscation methods [2]. The pattern created
by the FCD transformation with a secret-key K preserves
the gradients of the loss function for the given parameters.
Hence, FCD can be viewed as a hard-obfuscating defense.
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Figure 4. Effect of the total loss weight factor αk on the performance of FCD integrated FL system across diverse datasets is illustrated,
considering both homogeneous and heterogeneous FL settings in the absence of any attack. The settings involve n = 25, 25, 100, 10000
and m = 25, 25, 70, 500 for the GTSRB, KBTS, CIFAR10, and EMNIST datasets, respectively.
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