
CARZero: Cross-Attention Alignment for Radiology Zero-Shot Classification

Supplementary Material

A. Comparison with State-of-the-art Methods
In this section, we present a detailed comparison of our pro-
posed CARZero with the existing state-of-the-art (SOTA)
image-text pre-training methods in various datasets under
zero-shot classification settings.

Figure 1, Table 1, Table 2, and Table 3 present the
comprehensive results on the Open-I [2], ChestXray14 [8]
CheXpert [4], and ChestXDet10 [5] datasets, respectively.
These results demonstrate the efficacy of our method in
discerning distinct disease categories, showcasing our ap-

proach’s robust performance in comparison to existing
methodologies.

Figure 3, Figure 4, and Figure 5 showcase the results on
the PadChest [1] dataset. These figures offer a detailed in-
sight into the performance of our method, emphasizing its
effective handling of the dataset with long-tailed multi-label
classification challenge. Our proposed CARZero method
outperforms existing SOTA methods in both the head and
tail classes, which demonstrates its effectiveness and gener-
alizability.

Mean ATE CM EFF INF MASS NOD PNE PTX EDE EMP FIB PLT HER FX LOP LLE CGR GRA

G
Lo

R
IA

C
he

X
ze

ro
M

ed
K

LI
P

K
A

D
C

A
R

Ze
ro

0.589 0.463 0.697 0.628 0.597 0.659 0.537 0.587 0.557 0.647 0.560 0.764 0.534 0.668 0.475 0.564 0.627 0.523 0.508

0.726 0.775 0.922 0.929 0.694 0.726 0.571 0.790 0.768 0.885 0.641 0.801 0.642 0.913 0.613 0.750 0.775 0.433 0.435

0.759 0.519 0.925 0.943 0.789 0.802 0.580 0.873 0.925 0.893 0.811 0.824 0.420 0.903 0.709 0.796 0.889 0.556 0.499

0.807 0.785 0.933 0.948 0.677 0.780 0.627 0.848 0.920 0.892 0.915 0.874 0.806 0.963 0.758 0.793 0.893 0.551 0.555

0.838 0.856 0.933 0.938 0.785 0.882 0.619 0.880 0.922 0.900 0.901 0.918 0.824 0.956 0.734 0.785 0.969 0.660 0.617
0.5

0.6

0.7

0.8

0.9

Figure 1. Comparative analysis between the existing zero-shot classification approaches and our proposed CARZero method, applied to
Open-I dataset across 18 disease categories in terms of AUC performance. The abbreviations ATE, CM, EFF, INF, MASS, NOD, PNE,
PTX, EDE, EMP, FIB, PLT, HER, FX, LOP, LLE, CGR, and GRA correspond to Atelectases, Cardiomegaly, Effusion, Infiltrate, Mass,
Nodule, Pneumonia, Pneumothorax, Edema, Emphysema, Fibrosis, Pleural Thickening, Hernia, Fracture, Lung Opacity, Lung Lesion,
Calcified Granuloma, and Granuloma, respectively.

Method Mean ATE CM EFF INF MASS NOD PNE PTX CON EDE EMP FIB PLT HER

GLoRIA [3] 0.610 0.653 0.704 0.762 0.660 0.613 0.508 0.587 0.572 0.697 0.762 0.499 0.459 0.613 0.450
CheXzero [6] 0.712 0.705 0.837 0.850 0.652 0.706 0.598 0.717 0.805 0.773 0.853 0.430 0.655 0.555 0.824
MedKLIP [9] 0.726 0.671 0.842 0.813 0.706 0.742 0.621 0.698 0.821 0.719 0.803 0.783 0.604 0.499 0.841
KAD [10] 0.789 0.770 0.854 0.824 0.694 0.754 0.698 0.734 0.860 0.718 0.809 0.879 0.780 0.718 0.952
CARZero 0.811 0.819 0.852 0.873 0.670 0.854 0.718 0.737 0.871 0.786 0.884 0.808 0.788 0.770 0.928

Table 1. Comparative analysis between the existing zero-shot classification approaches and our proposed CARZero method, applied
to ChestXray14 dataset across 14 disease categories in terms of AUC performance. The abbreviations ATE, CM, EFF, INF, MASS,
NOD, PNE, PTX, CON, EDE, EMP, FIB, PLT, and HER correspond to Atelectasis, Cardiomegaly, Effusion, Infiltration, Mass, Nodule,
Pneumonia, Pneumothorax, Consolidation, Edema, Emphysema, Fibrosis, Pleural Thickening, and Hernia, respectively.



Method Mean Aelectasis Cardiomegaly Consolidation Edema Pleural effusion

GLoRIA [3] 0.750 0.807 0.802 0.588 0.747 0.807
CheXzero [6] 0.889 0.816 0.906 0.892 0.897 0.932
MedKLIP [9] 0.879 0.813 0.866 0.858 0.911 0.947
KAD [10] 0.905 0.884 0.885 0.865 0.943 0.949
CARZero 0.923 0.879 0.916 0.923 0.950 0.949

Table 2. Comparative analysis between the existing zero-shot classification approaches and our proposed CARZero method, applied to
CheXpert dataset across 5 disease categories in terms of AUC performance.

Method Mean ATE CALC CONS EFF EMPH FIB FX MASS NOD PTX

GLoRIA [3] 0.645 0.622 0.524 0.718 0.866 0.607 0.523 0.494 0.725 0.630 0.744
CheXzero [6] 0.640 0.622 0.392 0.826 0.873 0.503 0.628 0.665 0.650 0.479 0.766
MedKLIP [9] 0.713 0.746 0.527 0.831 0.905 0.728 0.567 0.642 0.796 0.572 0.814
KAD [10] 0.735 0.757 0.563 0.824 0.888 0.888 0.687 0.608 0.695 0.566 0.874
CARZero 0.796 0.782 0.642 0.857 0.910 0.926 0.736 0.714 0.843 0.637 0.915

Table 3. Comparative analysis between the existing zero-shot classification approaches and our proposed CARZero method, applied to
ChestXDet10 dataset across 10 disease categories in terms of AUC performance. The abbreviations ATE, CALC, CONS, EFF, EMPH,
FIB, FX, MASS, NOD, and PTX correspond to Atelectasis, Calcification, Consolidation, Effusion, Emphysema, Fibrosis, Fracture, Mass,
Nodule, and Pneumothorax, respectively.

Prompting LLM to generate prompt template

messages = [ {"role": "user", "content": " You now assume the 

role of a knowledgeable radiologist. Please assist me in reading 

medical reports, extracting disease information according to given 

diseases name, and generating this information using a fixed 

template. The template format includes: "There is [D]", "There 

may be [D]", and "There is no [D]", where [D] represents the 

describing information of diseases obtained from the report. Please 

generate sentences according to the given format one by one.

Given an Example:

{"role": "user", "content":  "Report: as compared to the lung 

volumes have slightly decreased. signs of mild over inflation and 

moderate pleural effusion persist. moderate cardiomegaly . 

elongation of the descending aorta. no pneumonia . Disease: 

effusion, cardiomegaly, pneumonia. " ,

"role": "system", "content": "There is moderate pleural effusion. 

There is moderate cardiomegaly. There is no pneumonia."} 

Example END."]

messages.append({"role": "user", "content":  Report: {report} 

Disease: {keywords})
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Figure 2. Messages are used to prompt LLM for generating
prompt templates from medical reports and diseases. Diseases
are derived through keyword matching from reports related to 14
common diseases in the ChestXray14. Each prompt includes a
manually curated one-shot example for enhanced specificity and
relevance.

We also compare ViLLA [7], which introduces a self-
supervised multimodal representation learning approach
designed to capture fine-grained region-attribute relation-
ships from complex datasets. Since ViLLA doesn’t release
its model, we compare the accuracy on CheXpert5x200,

where CARZero surpasses ViLLA (56.5 vs. 55.9, reported
in [7]).

B. Prompt Alignment

As shown in Figure 2, prompting instruction is utilized to
generate the prompt template within the MIMIC reports.

C. Input of Text encoder

CARZero utilizes an LLM to align reports following a stan-
dardized template. We use both original (‘ORI’) and gen-
erated (‘GEN’) reports for training. This approach not only
preserves relevant diagnostic information but also aligns the
prompts. In the training stage, each report is divided into
multiple sentences. Following the official implementation
in GLoRIA [3], in each iteration, we randomly select one
sentence for training, which can expand the diversity of
image-text pairs.

ORI GEN AUC MCC F1 ACC AUPRC

✓ 0.801 0.241 0.253 0.821 0.220
✓ 0.796 0.242 0.255 0.846 0.213

✓ ✓ 0.810 0.257 0.270 0.867 0.224

D. Computational Efficiency

In terms of computational efficiency, CARZero signifi-
cantly surpasses KAD regarding throughput and floating-
point operations per second (flops), which underscores its
clinical relevance.



Model Params ↓ Flops ↓ Throughput ↑
KAD [10] 111M 35.41G 203 img/s
CARZero 179M 25.12G 413 img/s

E. Additional Visualization Results
In this section, we delve deeper into the visualization as-
pects of our study, focusing on the comparative and analyti-
cal visual representations that further substantiate the effec-
tiveness of our proposed method. These additional visual-
izations not only provide empirical evidence supporting our
model’s superiority in various scenarios but also offer intu-
itive insights into the intricate workings of the model. By
presenting these results, we aim to offer a more comprehen-
sive understanding of how our approach advances the field
of zero-shot learning in medical image analysis.

Figure 6 and Figure 7 provide a comparative visualiza-
tion of the attention maps between our proposed CARZero
and MedKLIP [9] in zero-shot setting. These figures
demonstrate how CARZero more precisely identifies the
specific locations of diseases in CXR images. The ac-
curacy in pinpointing disease-specific regions highlights
CARZero’s advanced capabilities in medical image anal-
ysis. Notably, our method shows a significant advantage
in detecting smaller lesions, such as Calcification, Frac-
ture, and Nodules, with attention maps that accurately lo-
cate these areas. This demonstrates the high interpretability
of our method.

Figure 8 showcases the t-SNE visualization of Simi-
larity Representations (SimR) of images and texts within
CARZero. Figure 8a illustrates distinct clustering of SimRs
within identical categories, while ensuring clear demarca-
tion among different categories. This observation confirms
the effectiveness of our proposed SimR in capturing the
complex relationships between medical images and corre-
sponding textual descriptions, thus aligning the modalities
with high precision. Moreover, the illustrations from Fig-
ure 8b to Figure 8f show that the SimR for both positive
and negative cases is distinctly clustered for various dis-
eases, indicating that our derived SimR contains valid se-
mantic information at the disease level. This outcome high-
lights the precision and semantic accuracy of our method
in the domain of radiology zero-shot classification, thereby
enhancing its applicability and utility in clinical practice.
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COPD signs (n = 4823)
unchanged (n = 4036)

chronic changes (n = 3885)
cardiomegaly (n = 3746)

aortic elongation (n = 2980)
scoliosis (n = 2749)

vertebral degenerative changes (n = 2186)
air trapping (n = 1952)

interstitial pattern (n = 1907)
pneumonia (n = 1780)

pleural effusion (n = 1748)
costophrenic angle blunting (n = 1683)

aortic atheromatosis (n = 1566)
apical pleural thickening (n = 1554)

kyphosis (n = 1493)
infiltrates (n = 1456)

vascular hilar enlargement (n = 1428)
laminar atelectasis (n = 1378)

alveolar pattern (n = 1353)
fibrotic band (n = 1288)

pacemaker (n = 909)
increased density (n = 899)

pseudonodule (n = 795)
volume loss (n = 759)

callus rib fracture (n = 752)
nodule (n = 736)

vertebral anterior compression (n = 728)
calcified granuloma (n = 693)

atelectasis (n = 676)
hemidiaphragm elevation (n = 669)

sternotomy (n = 668)
bronchiectasis (n = 667)

hiatal hernia (n = 608)
hilar congestion (n = 601)
suture material (n = 560)

heart insufficiency (n = 546)
suboptimal study (n = 545)

bronchovascular markings (n = 500)
diaphragmatic eventration (n = 453)

hilar enlargement (n = 447)
NSG tube (n = 433)

emphysema (n = 376)
nipple shadow (n = 373)

metal (n = 366)
consolidation (n = 364)
gynecomastia (n = 348)

calcified densities (n = 298)
dual chamber device (n = 285)

endotracheal tube (n = 284)
flattened diaphragm (n = 263)

central venous catheter via jugular vein (n = 252)
pulmonary mass (n = 247)

goiter (n = 243)
osteopenia (n = 235)

osteosynthesis material (n = 234)
descendent aortic elongation (n = 232)

aortic button enlargement (n = 219)
pleural thickening (n = 213)

single chamber device (n = 212)
mammary prosthesis (n = 212)

supra aortic elongation (n = 209)
granuloma (n = 204)

hyperinflated lung (n = 197)
bullas (n = 192)

GLoRIA
CheXzero
MedKLIP
KAD
CARZero

Figure 3. Comparative analysis between the existing zero-shot classification approaches and our proposed CARZero method, applied to
the human-annotated subset of the PadChest dataset (totalling 39,053 chest X-rays and 192 classes). The results for the 1-64 classes are
shown here. Mean AUC are shown for each class, and n refers to the number of positive samples.
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tuberculosis sequelae (n = 185)
tracheal shift (n = 180)

lobar atelectasis (n = 168)
hypoexpansion (n = 166)

pulmonary fibrosis (n = 166)
tracheostomy tube (n = 163)

mastectomy (n = 154)
superior mediastinal enlargement (n = 153)

central venous catheter via subclavian vein (n = 151)
mediastinic lipomatosis (n = 150)

sclerotic bone lesion (n = 150)
dai (n = 143)

rib fracture (n = 140)
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adenopathy (n = 136)

axial hyperostosis (n = 132)
vascular redistribution (n = 129)

pectum excavatum (n = 128)
minor fissure thickening (n = 127)

vertebral compression (n = 126)
calcified adenopathy (n = 124)
ground glass pattern (n = 123)

cavitation (n = 122)
hypoexpansion basal (n = 119)
artificial heart valve (n = 113)

mediastinal enlargement (n = 106)
vertebral fracture (n = 104)

calcified pleural thickening (n = 102)
multiple nodules (n = 102)

osteoporosis (n = 99)
reservoir central venous catheter (n = 99)

pneumothorax (n = 98)
non axial articular degenerative changes (n = 95)

central venous catheter (n = 94)
surgery breast (n = 92)

surgery neck (n = 92)
lung metastasis (n = 89)

costochondral junction hypertrophy (n = 88)
pulmonary edema (n = 87)

exclude (n = 82)
humeral fracture (n = 81)

artificial mitral heart valve (n = 81)
mediastinal mass (n = 74)
clavicle fracture (n = 74)

surgery (n = 73)
reticular interstitial pattern (n = 72)

chest drain tube (n = 66)
thoracic cage deformation (n = 65)

central vascular redistribution (n = 63)
surgery lung (n = 63)

end on vessel (n = 63)
tuberculosis (n = 59)

artificial aortic heart valve (n = 57)
reticulonodular interstitial pattern (n = 51)

bone metastasis (n = 50)
loculated pleural effusion (n = 49)

obesity (n = 48)
heart valve calcified (n = 48)
atypical pneumonia (n = 47)

pulmonary hypertension (n = 47)
miliary opacities (n = 44)

calcified pleural plaques (n = 42)
subcutaneous emphysema (n = 41)

air fluid level (n = 40)

GLoRIA
CheXzero
MedKLIP
KAD
CARZero

Figure 4. Comparative analysis between the existing zero-shot classification approaches and our proposed CARZero method, applied to
the human-annotated subset of the PadChest dataset (totalling 39,053 chest X-rays and 192 classes). The results for the 65-128 classes are
shown here. Mean AUC are shown for each class, and n refers to the number of positive samples.
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atelectasis basal (n = 40)
major fissure thickening (n = 40)

air bronchogram (n = 38)
fissure thickening (n = 37)

ascendent aortic elongation (n = 37)
pectum carinatum (n = 36)

kerley lines (n = 35)
segmental atelectasis (n = 35)

soft tissue mass (n = 35)
post radiotherapy changes (n = 33)

central venous catheter via umbilical vein (n = 32)
subacromial space narrowing (n = 31)

abnormal foreign body (n = 28)
cervical rib (n = 28)

humeral prosthesis (n = 28)
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prosthesis (n = 25)
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electrical device (n = 22)
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pericardial effusion (n = 21)

mass (n = 21)
mediastinal shift (n = 21)
aortic aneurysm (n = 20)
endoprosthesis (n = 19)
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calcified fibroadenoma (n = 17)

catheter (n = 16)
surgery heart (n = 16)

pleural plaques (n = 16)
external foreign body (n = 16)

blastic bone lesion (n = 16)
asbestosis signs (n = 15)

lymphangitis carcinomatosa (n = 14)
fracture (n = 14)
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total atelectasis (n = 12)

pneumomediastinum (n = 12)
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calcified mediastinal adenopathy (n = 11)
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azygoesophageal recess shift (n = 10)
ventriculoperitoneal drain tube (n = 8)

cyst (n = 8)
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right sided aortic arch (n = 7)
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sternoclavicular junction hypertrophy (n = 7)
abscess (n = 6)

pulmonary venous hypertension (n = 6)
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surgery humeral (n = 5)
respiratory distress (n = 5)

empyema (n = 4)
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nephrostomy tube (n = 3)
pleural mass (n = 3)
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esophagic dilatation (n = 2)

lipomatosis (n = 1)
breast mass (n = 1)
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CheXzero
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CARZero

Figure 5. Comparative analysis between the existing zero-shot classification approaches and our proposed CARZero method, applied to
the human-annotated subset of the PadChest dataset (totalling 39,053 chest X-rays and 192 classes). The results for the 129-192 classes
are shown here. Mean AUC are shown for each class, and n refers to the number of positive samples.
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Figure 6. Comparative visualization of attention maps between CARZero and MedKLIP on ChestXDet10 in zero-shot setting. This
visualization displays the attention maps for classes 1-8, where red boxes highlight the ground truth areas for detection. Areas with higher
activation weights, indicating stronger correlations between specific words and image regions, are represented by highlighted pixels.
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Figure 7. Comparative visualization of attention maps between CARZero and MedKLIP on ChestXDet10 in zero-shot setting. This
visualization displays the attention maps for classes 9-10, where red boxes highlight the ground truth areas for detection. Areas with higher
activation weights, indicating stronger correlations between specific words and image regions, are represented by highlighted pixels.

Atelectasis
Cardiomegaly
Consolidation
Edema
Pleural Effusion

(a) Similarity representations (b) Atelectasis (c) Cardiomegaly

(d) Consolidation (e) Edema (f) Pleural Effusion

Figure 8. t-SNE visualization of similarity representations between images and texts for 5 classes in CheXpert. (a) Different colors
represent various CXR images, while distinct shapes indicate different diseases. A subset of 100 CXR images is randomly selected for
clearer visualization. (b)-(f) display the similarity representations within each class, where blue signifies positive cases and green indicates
negative cases. The total testing set of CheXpert is represented here.
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