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A. Code Availability

Our source code for running experiments was built origi-
nally using PyTorch [4] and Flower [1] frameworks and is
attached along with supplementary material.

B. Additional Details for Section 4.2

As we mentioned in the paper, the hyper-parameter of our
regularization term A is searched in the range [0, 1] with a
step of 0.25. Here we provide the results of different A on
the PACS dataset. As shown in Table 1, we sequentially set
the value of \ as 0.00, 0.25, 0.50, 0.75, 1.00 and observed
that the average performance can be improved consistently
with different A. The best results are found at A is 0.50.
Note that when A is set as 0.00, the guiding regularizer is not
used during training, which means that gPerXAN becomes
PerX AN accordingly.

A in gPerXAN PACS
P A C S Avg
0.00 96.35 86.28 8349 82.01 8691
0.25 96.47 86.13 83.79 83.00 87.35
0.50 97.27 86.52 84.68 83.28 87.94
0.75 97.28 86.60 84.37 83.47 87.93
1.00 9645 85.89 8331 8241 87.02

Table 1. Impact of A on the PACS dataset.

C. Additional Ablation Study

To better understand the proposed regularization term’s
contribution, we now conduct an additional comparison be-
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tween our regularizer and the one from FedProx [2] on en-
hancing the proposed normalization scheme PerXAN. As
shown in Table 2, FedProx [2] seems to not enhance our
PerXAN. This might be due to the difference in the design
purpose of regularizers. Also, we argue that our two compo-
nents, the normalization scheme, and the regularizer, have a
solid connection and support to each other during training,
hence, gPerXAN shows better results.

Method PACS
P A C S Avg
PerXAN 96.35 86.28 83.49 82.01 8691

PerXAN w/ FedProx 95.12 85.74 83.29 82.76 86.73
gPerXAN (Ours) 97.27 86.52 84.68 83.28 87.94

Table 2. A comparison of two regularizers on the PACS dataset.

D. Additional Analysis

Regarding efficiency, we provide a more detailed analysis,
which is even more solid than supporting experiments, to
clarify our improvements. Here we denote IV, C, and d as
the number of clients, number of classes, and dimension of
the final feature vector in the model. Notably, we use the
number of parameters as a metric for evaluating memory
consumption, communication, and computation costs. As-
suming training a ResNet-50 model with R parameters, the
table below compares the efficiency of COPA [5], FedDG-
GA [6], and gPerXAN (Ours). The provided table clearly
demonstrates our method has comparable efficiency with
FedAvg [3] and is much better compared to others.
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Method Memory Additional Cost

Communication Computation
FedAvg R R R
COPA R+ N(N-1)Cd R+ N(N—-1)Cd R+ N(N-1)Cd
FedDG-GA R X2 R R x2
gPerXAN (Ours) R R R+ NCd
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