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1. Network Structure Details
Table 1 shows the network structure details of the proposed baseline. The point, kinesics, position, and visual interaction
encoders are included in the visual interaction modeling part. The multimodal transformer is used for aligned multimodal
fusion. The point, kinesics, and position encoders are implemented with Multilayer Perceptron (MLP) structures, comprising
fully connected (FC) layers. The visual interaction encoder and the multimodal transformer are based on typical transformer
architectures [5]. For the MLP structures, “MLP Size” denotes the output dimension of each FC layer. ReLU activation is
applied between FC layers in MLP structures. For transformers, “Hidden Size” refers to the feature size after passing through
the feed-forward network, while “MLP Size” represents the intermediate feature size in the Multi-Head Attention (MHA)
mechanism. The channel dimensions dpoint and d are set to 64 and 512, respectively.

Network Structures

Module Layers Hidden Size MLP Size Multi-Heads

Point Encoder 3 – 64 –

Kinesics Encoder 4 – 512 –

Position Encoder 4 – 512 –

Visual Interaction
Encoder

3 512 1024 8

Aligned Multimodal
Transformer

2 512 1024 8

Table 1. Network structure details of the proposed baseline model including MLP and transformer structures.
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2. Implementation Details
Language Models. We employ ”bert-base-uncased”, “roberta-base”, and “electra-base-discriminator” as pre-trained BERT,
RoBERTa, and ELECTRA language models, respectively. We leverage models and weights of them from Hugging Face [6].
Comparison Methods. For comparative analysis, we utilize (Language Model + MViT) and (Language Model + DINOv2).
In the case of (Language Model + MViT), we leverage the visual features from the 24-layer multiscale vision transformer
(MViT) [1], pre-trained on the Kinetics-400 video dataset, following the approach in [2]. For (Language Model + DINOv2),
we use the visual features pooled from a 3-second window of DINOv2 features [3] (interval 0.5s) along the time axis. Both
visual features are integrated with the language feature (i.e., conversation context feature) through FC layers for task-specific
predictions according to [2].

3. Effects of Conversation Context Length
We conduct experiments to investigate the effects of conversation context length n on the performance of each task. Figures 1,
2, and 3 show the validation results for speaking target identification, pronoun coreference resolution, and mentioned player
prediction, respectively. When a context length of n is employed, the target utterance is concatenated with n preceding and
n following utterances. As shown in the figures, we consistently obtain low performances with the shortest context length of
n = 1, while achieving fairly good performances with a context length of n = 5 for all tasks. Note that we adopt n = 5 as
our default setting for the baselines. These evaluations were conducted on YouTube dataset using the BERT-based model.
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Figure 1. Effects of conversation context length on the performance for speaking target identification.
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Figure 2. Effects of conversation context length on the performance for pronoun coreference resolution.

47
48.5

50
51.5

53
54.5

56
57.5

59
60.5

62

1 3 5 7 9

M
en

ti
o

n
ed

 P
la

ye
r 

P
re

d
ic

ti
o

n
A

cc
u

ra
cy

 (
%

)

Conversation Context Length n

Target Task Conversation
Context Length

Accuracy (%)

Mentioned Player
Prediction

n = 1 49.5

n = 3 56.5

n = 5 58.8

n = 7 57.3

n = 9 58.0

Figure 3. Effects of conversation context length on the performance for mentioned player prediction.
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4. Effects of Video Length
We conduct experiments to investigate the effects of video length on the performance of each task. Figures 4, 5, and 6 show
the validation results for speaking target identification, pronoun coreference resolution, and mentioned player prediction,
respectively. We achieve fairly good performance with a video length of 3 seconds for all tasks. Note that we adopt 3 seconds
as our default setting for the baselines. These evaluations were conducted on YouTube dataset using the BERT-based model.
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Figure 4. Effects of video length on the performance for speaking target identification.
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Figure 5. Effects of video length on the performance for pronoun coreference resolution.
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Figure 6. Effects of video length on the performance for mentioned player prediction.

5. Effects of Player Position Correction
We address scenarios where a player is temporarily undetected, such as being offscreen for a short time. In such cases,
we proceed with player position encoding by leveraging the corresponding player position stored in a buffer to correct the
missing player position. Table 2 shows the experimental results demonstrating the impact of missing player correction on the
performance of all three social tasks. As shown in the table, the position correction contributes to improved performance.
These experiments were conducted using the BERT-based model on YouTube dataset.

Target Task Player Position
Correction

Accuracy (%)

Speaking Target Identification
✗ 70.1

✓ 72.7

Pronoun Coreference Resolution
✗ 65.3

✓ 65.9

Mentioned Player Prediction
✗ 58.1

✓ 58.8

Table 2. Effects of player position correction on the performances for three social tasks.
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6. Data Domain Generalization
We conduct experiments to validate the generalization capability of our proposed approach across two data domains. To
this end, we train our baseline on YouTube dataset and evaluate its performance on Ego4D dataset. Table 3 shows the
performance results according to the training data. As shown in the table, the model trained on YouTube data performs well
on the Ego4D domain and even achieves better results compared to the model trained on Ego4D for all three social tasks.
This improvement can be attributed to the larger amount of training data available in YouTube dataset. The experimental
results demonstrate the generalization capability of our approach between different data domains and its potential to work in
generalized environments. We adopt the BERT-based model for this experiment.

Target Task Test Data Training Data Accuracy (%)

Speaking Target Identification Ego4D
Ego4D 61.9

YouTube 70.5

Pronoun Coreference Resolution Ego4D
Ego4D 49.1

YouTube 58.0

Mentioned Player Prediction Ego4D
Ego4D 50.0

YouTube 57.3

Table 3. Performance results according to the training data types for three social tasks.

7. Additional Quantitative Results
Utilization of Cropped Visual Features. We conduct experiments using cropped visual image features for visual interaction
modeling. This approach is based on our dense alignment framework but utilizes cropped CLIP [4] features instead of
keypoint features for the speaker kinesics part (green) in Figure 2 of the main paper. The performances achieved with the
cropped CLIP features are 71.0% for Speaking Target Identification, 63.6% for Pronoun Coreference Resolution, and 57.7%
for Mentioned Player Prediction. These results are lower compared to our proposed baseline with keypoint features, which
achieves 72.7%, 65.9%, and 58.8% for the respective tasks. These evaluations are conducted on YouTube dataset using the
BERT-based model.
Measurement of Recall and Precision. In addition to accuracy, we further measure the macro-precision and macro-recall
performance for our proposed approach. It is worth noting that in the multi-class setting, accuracy represents both micro-
precision and micro-recall. The results show that our approach achieves (macro-precision / macro-recall / accuracy) perfor-
mances of (74.8% / 74.7% / 72.7%) for Speaking Target Identification, (64.9% / 63.3% / 65.9%) for Pronoun Coreference
Resolution, and (61.9% / 60.6% / 58.8%) for Mentioned Player Prediction. These results are obtained using the BERT-based
model on YouTube dataset. We could achieve the balanced performances across precision, recall, and accuracy metrics in
our environment, considering precision vs recall and macro vs micro aspects.
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8. Additional Qualitative Results
Figure 7 illustrates examples where our multimodal baseline model utilizing aligned language and visual cues outperforms
the language-only model across the three social tasks. Our baseline with densely aligned multimodal representations enables
corrected inferences compared to relying solely on language input. The BERT model is employed for these experiments.
When we make inferences for these samples with RoBERTa language-only model, the inference results are #3 for STI, #1 for
PCR, and #2 for MPP, which means it fails on 2nd and 3rd samples. These results demonstrate cases where the multimodal
model (i.e., BERT) with visual reasoning surpasses the more powerful language-only model (i.e., RoBERTa).

[Player1]: I'm not going to say.

[Player4]: Good call.

[Player1]: I want everyone to say what they are.

[Player3]: Why're you curious about me?

[Player4]: Because you’re-

[Player2]: You play quiet. (To [MASK])

[Player4]: You're a curiosity.

[Player2]: You play quiet.

[Player3]: Thank you.

[Player2]: I know.

[Player1]: All right, [Player5], [Player2], [Player3]. What 

are you guys? The three M's.

Language Model Prediction: #1

Multimodal Baseline Prediction: #3

✗

✓

Language Model Prediction: #4

Multimodal Baseline Prediction: #3

✗

✓

Language Model Prediction: #2

Multimodal Baseline Prediction: #3

✗

✓

[Player2]: Oh, it's the biggest lie.
[Player3]: This is why I wanted to know just ... Geez. 
[Player2]: Don't. We were doing so good. Why did you
have to lie?
[Player4]: I swapped you two.
[Player1]: Nice.
[Player2]: So [MASK]’s (originally he’s) the tanner right
now. Don't kill him.
[Player4]: Okay. Who do you think we should kill, 
[Player3]?
[Player3]: Probably me.
[Player4]: Who do you think we should kill?
[Player2]: Not [Player3] if you trouble made them. 
Because I was the seer.
[Player3]: Which one did you see?

[Player2]: God.

[Player3]: Okay, I'm back.

[Player2]: I switched to you. I switched you.

[Player3]: You're not pulling a [Player3]?

[Player2]: Maybe I'm pulling a [Player3].

[Player1] : … this [MASK] (originally [Player3]) meta that's

shown up with the troublemaker makes it so that we can't

actually start talking until there's 30 seconds left.

[Player3]: Promise?

[Player2]: Nope.

[Player1]: See? I'm going to just sit here for 30s seconds.

[Player4]: So we're killing [Player2]?

[Player3]: Okay, I was the tanner.

Pronoun Coreference Resolution

Speaking Target Identification

Mentioned Player Prediction

Speaker Mentioned Player

Speaker
Pronoun Reference

Speaker

Speaking Target

Figure 7. Qualitative results demonstrating the benefit of visual cues in multimodal analysis for three social tasks. Note that Player# are
assigned in ascending order from left to right in the visual scenes of this figure.
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9. Social Deduction Game Details
We leverage two social deduction game datasets: YouTube and Ego4D. Note that the data collections and annotations have
been approved by the Institutional Review Board (IRB). YouTube dataset includes the games of One Night Ultimate Werewolf
while Ego4D dataset contains the games of One Night Ultimate Werewolf and The Resistance: Avalon. Below are the details
for each social deduction game: Werewolf and Avalon.
One Night Ultimate Werewolf. One Night Werewolf is a social deduction game in which players are secretly assigned
to one of two primary factions - the villager team or the werewolf team. During the night phase, players close their eyes
and characters with special abilities perform actions like swapping cards before opening their eyes again. The night phase
may alter players’ roles, though most remain unaware of these changes. Subsequently, players engage in discussion and
negotiation to deduce the werewolf’s identity. Werewolves, on their part, strive to conceal their identity and mislead others.
At the end, everyone votes on who they believe is most suspicious. If at least one werewolf is eliminated, the village team
wins, but if no werewolves are eliminated, the werewolf team wins. We refer One Night Ultimate Werewolf game’s rules on
Wikipedia https://en.wikipedia.org/wiki/Ultimate_Werewolf.
The Resistance: Avalon. This game splits players into two groups: the Minions and the Loyal Servants of Arthur. After
roles are assigned secretly via card distribution, players commence with a round where each assumes the Leader role in turns.
The Leader’s role involves proposing a team for a Quest and all players discuss and vote on approving or rejecting the team
assignment. Post the Team Building phase, the designated team decides the Quest’s outcome. The Good Team is restricted
to using only the Success card in the Quest phase, whereas the Evil Team has the option to use either the Success or Fail
card. The Good Team claims victory upon completing three successful Quests, while the Evil Team wins either by causing
three Quests to fail or by correctly identifying the character Merlin among the Good Team. We refer The Resistance: Avalon
game’s rules on Wikipedia https://en.wikipedia.org/wiki/The_Resistance_(game).
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