
Supplementary Material for Multi-criteria Token Fusion with One Step
Ahead-Attention for Efficient Vision Transformers

A. Implementation details
For a comparison with previous works, we first evaluate MCTF with DeiT [7] on ImageNet-1K [2]. Following [4, 6, 9], we
finetune the model with the pre-trained weights for 30 epochs with the batch size of 1,024 under 8 RTX3090 GPUs. We opt
for the least epochs among previous works (e.g., 30 for DynamicViT [6], 60 for SPViT [4], 100 for A-ViT [9]). For finetuning,
the learning rate is initially set to 3e-5 and decreases to 1e-6 by the cosine annealing [5] with a cooldown of 10 epochs. Also,
we finetune the T2T-ViT [10] and LV-ViT [3] with the initial learning rate of 5e-6, 1e-5 decreasing to 5e-7, 2e-6 for 30 epochs
followed by 10 cooldown epochs, respectively. We do not use mixup-based augmentation [11, 12] to prevent the corrupted
representation in fused tokens caused by the token fusion between different samples. Since we already track the size of the
tokens, we also adopt proportional attention of ToMe [1] which simply update the attention scores with the size of the tokens s
as A = softmax

(
QK⊤
√
C

+ log s
)

. Regarding hyper-parameters for MCTF, we use [τ info, τ sim, τ size] = [1, 1/20, 1/40] for the
temperature parameters. And, We opt λ = 1 for DeiT-T and T2T-ViT, and λ = 3 for DeiT-S and LV-ViT for the coefficient of
consistency loss. Similar to UDA [8], the consistency loss is calculated only with the sample that has a confidence score higher
than β = 0.4. We also set the safeguard for excessive fusion by maintaining at least 10 tokens. For measuring the efficiency,
we use fvcore and report the FLOPs of the model.

B. Analyses on MCTF
B.1. Sensitivity analysis on hyper-parameters of MCTF

To analyze the sensitivity of the hyper-parameters in MCTF, we compare the accuracy according to the temperature parameter τ
in Table A. While evaluating each parameter, other hyper-parameters are set to default values mentioned in the implementation
details of the main paper. We run the experiments with DeiT-S equipped with MCTF (r = 16). The default settings for each
hyper-parameter are highlighted.

Table A. Sensitivity analysis on the hyper-parameters.

τsim 1 1/5 1/10 1/20 1/40 1/100

acc. 80.1 79.6 79.2 78.6 78.1 77.5

τinfo 1 1/5 1/10 1/20 1/40 1/100

acc. 78.7 79.8 80.0 80.1 80.0 79.8

τsize 1 1/5 1/10 1/20 1/40 1/100

acc. 79.5 79.8 80.0 80.0 80.1 80.0

B.2. Loss of information

In this subsection, we measure the loss of information to validate the efficacy of MCTF. For this, we consider the cosine
similarity between the class tokens with and without MCTF (r = 16) as a metric to measure the loss of information, which
indicates the changes in the class tokens. In other words, if the similarity between class tokens is low, we infer that the fused
tokens significantly affect the class token’s representation while losing the information of original contents. The differences
between the class tokens at each block are reported in Table B. As shown in the table, at the early stage of the Transformer



Table B. Cosine similarity between the class tokens with and without MCTF per block.

Criteria Block index
Wsim Winfo Wsize 1 2 3 4 5 6 7 8 9 10 11 12

✓ 1.0000 1.0000 1.0000 1.0000 0.9999 0.9996 0.9988 0.9973 0.9933 0.9870 0.9837 0.9695
✓ 1.0000 1.0000 0.9999 0.9996 0.9992 0.9976 0.9939 0.9887 0.9750 0.9550 0.9470 0.9153

✓ 1.0000 1.0000 0.9998 0.9996 0.9991 0.9968 0.9913 0.9812 0.9575 0.9141 0.9040 0.8546
✓ ✓ 1.0000 1.0000 1.0000 1.0000 0.9999 0.9997 0.9992 0.9982 0.9958 0.9925 0.9907 0.9833
✓ ✓ ✓ 1.0000 1.0000 1.0000 1.0000 0.9999 0.9997 0.9992 0.9984 0.9961 0.9929 0.9914 0.9844

(e.g., [1-6]-th block), there is no big gap among the diverse criteria. However, as the number of fused tokens increases
through consecutive blocks, there are substantial changes in the class tokens. Specifically, when we consider a single criterion,
similarity is the best option for mitigating the loss of information compared to informativeness and size. Then, adopting the
dual criterion composed of similarity and informativeness, we further lessen the changes between the class tokens showing the
high similarity even in the rear block (e.g., [7-12]-th block). At last, MCTF with all three criteria shows better similarity than
dual-criteria. We believe that this minimization of information loss by adopting multi-criteria leads to consistent improvements
compared to other single and dual criteria in image classification.



B.3. Qualitative comparison for one-step-ahead attention

In MCTF, the attention map Âl+1 of the fused tokens X̂l is approximated by aggregating the one-step-ahead attention
Al+1, which is the attention before token fusion. The main paper shows that this approximation brings substantial speed
improvements without any performance degradation by avoiding the re-computation of self-attention. In parallel, we here
provide a qualitative comparison to show the soundness of our approaches. The visualization of the attention map in the
[3,6,9,12]-th layer is provided in Figure 1.

Figure 1. Comparison of approximated and precise attention map for Âl+1. Given the left image, we visualize the (Top) approximated
attention map and (Bottom) precise attention map.



C. Detailed results
In this section, we provide more detailed results of MCTF with the Vision Transformers in ImageNet-1K [2].

C.1. Full results with DeiT [7].

As the settings in the ablations studies of the main paper, we first finetune the model with r = 16 for the number of reduced
tokens per layer and report the flops and accuracies with varying r. We highlight the row used for finetuning. Also, we
present the detailed results of MCTF without any additional training. Full results with and without finetuning are summarized
in Table C and Table D, respectively.

Table C. Detailed results of MCTF with DeiT after finetuning with r = 16.

r
DeiT-T DeiT-S

FLOPs Top-1 Acc FLOPs Top-1 Acc
(G) ↓ (%) (%) ∆ (G) ↓ (%) (%) ∆

Base 1.26 - 72.2 - 4.61 - 79.8 -

1 1.24 1.59 72.92 +0.72 4.52 1.95 80.06 +0.26
2 1.20 4.76 72.91 +0.71 4.39 4.77 80.07 +0.27
3 1.17 7.14 72.92 +0.72 4.25 7.81 80.04 +0.24
4 1.13 10.32 72.91 +0.71 4.12 10.63 80.02 +0.22
5 1.09 13.49 72.92 +0.72 3.99 13.45 80.03 +0.23
6 1.06 15.87 72.92 +0.72 3.86 16.27 80.04 +0.24
7 1.02 19.05 72.91 +0.71 3.73 19.09 80.03 +0.23
8 0.98 22.22 72.94 +0.74 3.60 21.91 80.03 +0.23
9 0.95 24.60 72.86 +0.66 3.48 24.51 80.04 +0.24

10 0.91 27.78 72.77 +0.57 3.35 27.33 80.01 +0.21
11 0.88 30.16 72.81 +0.61 3.22 30.15 80.03 +0.23
12 0.84 33.33 72.76 +0.56 3.10 32.75 80.02 +0.22
13 0.81 35.71 72.73 +0.53 2.97 35.57 80.04 +0.24
14 0.78 38.10 72.71 +0.51 2.85 38.18 80.02 +0.22
15 0.74 41.27 72.72 +0.52 2.72 41.00 80.02 +0.22
16 0.71 43.65 72.66 +0.46 2.60 43.60 80.07 +0.27
17 0.68 46.03 72.38 +0.18 2.49 45.99 79.93 +0.13
18 0.65 48.41 72.07 -0.13 2.38 48.37 79.87 +0.07
19 0.62 50.79 71.86 -0.34 2.28 50.54 79.81 +0.01
20 0.60 52.38 71.35 -0.85 2.19 52.49 79.54 -0.26



Table D. Detailed results of MCTF with DeiT without any addtional training.

r
DeiT-T DeiT-S

FLOPs Top-1 Acc FLOPs Top-1 Acc
(G) ↓ (%) (%) ∆ (G) ↓ (%) (%) ∆

Base 1.26 - 72.2 - 4.61 - 79.8 -

1 1.24 1.59 72.15 -0.05 4.52 1.95 79.78 -0.02
2 1.20 4.76 72.09 -0.11 4.39 4.77 79.81 +0.01
3 1.17 7.14 72.06 -0.14 4.25 7.81 79.79 -0.01
4 1.13 10.32 72.06 -0.14 4.12 10.63 79.83 +0.03
5 1.09 13.49 72.06 -0.14 3.99 13.45 79.81 +0.01
6 1.06 15.87 72.00 -0.20 3.86 16.27 79.74 -0.06
7 1.02 19.05 72.00 -0.20 3.73 19.09 79.72 -0.08
8 0.98 22.22 71.98 -0.22 3.60 21.91 79.76 -0.04
9 0.95 24.60 71.92 -0.28 3.48 24.51 79.68 -0.12

10 0.91 27.78 71.88 -0.32 3.35 27.33 79.64 -0.16
11 0.88 30.16 71.82 -0.38 3.22 30.15 79.61 -0.19
12 0.84 33.33 71.72 -0.48 3.10 32.75 79.62 -0.18
13 0.81 35.71 71.61 -0.59 2.97 35.57 79.54 -0.26
14 0.78 38.10 71.50 -0.70 2.85 38.18 79.41 -0.39
15 0.74 41.27 71.28 -0.92 2.72 41.00 79.36 -0.44
16 0.71 43.65 70.99 -1.21 2.60 43.60 79.21 -0.59
17 0.68 46.03 70.62 -1.58 2.49 45.99 79.06 -0.74
18 0.65 48.41 70.01 -2.19 2.38 48.37 78.80 -1.00
19 0.62 50.79 69.41 -2.79 2.28 50.54 78.63 -1.17
20 0.60 52.38 68.52 -3.68 2.19 52.49 78.06 -1.74



C.2. Full results with T2T-ViT [10] and LV-ViT [3].

We also present the full results with T2T-ViT and LV-ViT in Table E. Note that, similar to DeiT-S, we report the FLOPs and
accuracies in varying reduction ratios with the model finetuned with a specific reduction ratio, which is used for reporting the
results in Table 2 of the main paper. We also highlight this reduction ratio in the table. It is worth noting that, although each
model is finetuned with the specific r, MCTF shows promising performance within the range from 1 to r.

Table E. Detailed results of MCTF with T2T-ViT and LV-ViT.

r
T2T-ViTt-14 T2T-ViTt-19 LV-ViT-S

FLOPs Top-1 Acc FLOPs Top-1 Acc FLOPs Top-1 Acc
(G) ↓ (%) (%) ∆ (G) ↓ (%) (%) ∆ (G) ↓ (%) (%) ∆

Base 6.11 - 81.7 - 9.81 - 82.4 - 6.50 - 83.3 -

1 6.00 1.80 81.84 +0.14 9.50 3.16 82.42 +0.02 6.34 2.46 83.51 +0.21
2 5.84 4.42 81.85 +0.15 9.10 7.24 82.43 +0.03 6.14 5.54 83.53 +0.23
3 5.69 6.87 81.82 +0.12 8.71 11.21 82.40 ±0.00 5.93 8.87 83.50 +0.20
4 5.53 9.49 81.83 +0.13 8.32 15.19 82.43 +0.03 5.73 11.85 83.51 +0.21
5 5.38 11.95 81.83 +0.13 7.94 19.06 82.39 -0.01 5.52 15.08 83.48 +0.18
6 5.23 14.40 81.84 +0.14 7.56 22.94 82.43 +0.03 5.32 18.15 83.48 +0.18
7 5.07 17.02 81.84 +0.14 7.18 26.81 82.41 +0.01 5.12 21.23 83.52 +0.22
8 4.92 19.48 81.80 +0.10 6.81 30.58 82.42 +0.02 4.93 24.15 83.47 +0.17
9 4.78 21.77 81.81 +0.11 6.44 34.35 82.39 -0.01 4.73 27.23 83.48 +0.18

10 4.63 24.22 81.76 +0.06 6.08 38.02 82.27 -0.13 4.54 30.15 83.47 +0.17
11 4.48 26.68 81.81 +0.11 5.74 41.49 82.25 -0.15 4.35 33.08 83.44 +0.14
12 4.34 28.97 81.80 +0.10 5.45 44.44 82.02 -0.38 4.16 36.00 83.37 +0.07
13 4.19 31.42 81.76 +0.06 5.21 46.89 81.86 -0.54 3.98 38.77 83.23 -0.07
14 4.05 33.72 81.69 -0.01 5.00 49.03 81.38 -1.02 3.83 41.08 83.03 -0.27
15 3.92 35.84 81.51 -0.19 4.82 50.87 80.85 -1.55 3.69 43.23 82.72 -0.58
16 3.80 37.81 81.48 -0.22 4.67 52.40 80.46 -1.94 3.58 44.92 82.28 -1.02
17 3.70 39.44 81.22 -0.48 4.53 53.82 80.29 -2.11 3.48 46.46 81.81 -1.49
18 3.61 40.92 80.93 -0.77 4.41 55.05 79.58 -2.82 3.38 48.00 81.01 -2.29
19 3.53 42.23 80.67 -1.03 4.30 56.17 79.29 -3.11 3.31 49.08 80.73 -2.57
20 3.45 43.54 80.11 -1.59 4.20 57.19 78.41 -3.99 3.23 50.31 79.85 -3.45
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