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Abstract

This supplement serves to further enrich the discourse
established in our main paper. In Sec. 1, we detail the
release of the CosmicMan-HQ 1.0 dataset and foundation
models. In Sec. 2, we present additional elaboration on the
scalable data production pipeline – Annotate Anyone. Then,
in Sec. 3, we delve into the proposed training framework
(i.e., Daring) with additional evaluation and illustrations.
Lastly, we present a broader range of qualitative results,
including comparisons with state-of-the-art methods, more
examples of generated samples, extensive ablation studies,
and potential application demonstrations in Sec. 4.

1. Release

We seriously treat the license and privacy issues and fol-
low a rigorous legal review in our institute. CosmicMan-
HQ 1.0 with all of the annotations will be released step by
step. People in the dataset are anonymized without addi-
tional private or sensitive metadata. All released data are
free for research use only. We will release all the codes
and weights of the proposed human-specialized foundation
model trained on CosmicMan-HQ 1.0.

2. Annotate Anyone

As introduced in the main paper, the whole data production
paradigm comprises two parts that benefit from the cooper-
ation of human effort and AI models – a flowing data sourc-
ing for data collection, and human-in-the-loop data annota-
tion. In this section, we unfold the details of Annotate Any-
one. We first complement the data filtering step in Sec. 2.1.
Then, we provide the pseudo-code for fine-tuning the VLM
model used in Annotate Anyone, accompanied by an ex-
haustive explanation (Sec. 2.2). Besides, we conduct ex-
periments to demonstrate the effectiveness of the proposed
human-in-the-loop annotation pipeline in Sec. 2.3. More-

Algorithm 1 Annotate Anyone:
Iteratively improve VLM model to annotate image

Input: I ▷ Images in Data Pool
I0 ← sample test set from I ▷ K images
A0 ← label I0 by VQA pretrained model (IB0)
M0 ← label I0 by human
Acc← Eval(A0,M0) ▷ Acc for all label
i = 0
while Acc < 85% do

i← i+ 1
Ii ← sample K images from data pool
M̃i ← select labels from Miwith Acc < 85%
IBi+1 ← finetune IBiwith ( ∪i1 M̃i, Ii)
Ai+1 ← label I0 by (IBi+1)
Acc← Eval(Ai+1,M0)

end while
(I, A)← update all image label in data pool using IBi+1

over, we provide a detailed exposition of all 70 questions
we used on VLM for obtaining the description of an im-
age, as presented in Sec. 2.4. We also list the corresponding
attribute labels extracted from the output of VLM models.
Finally, a detailed statistical analysis (Sec. 2.5) and addi-
tional data samples from our dataset CosmicMan-HQ 1.0
(Sec. 2.6) are presented.

2.1. Data Filtering

As mentioned in the main text, we use three academic
datasets, LAION-5B [22], SHHQ [5], and DeepFash-
ion [16] as part of data origin. When distilling LAION-
5B dataset, we extensively utilize the meta information pro-
vided by LAION-5B itself to perform an initial screening of
the data. We filter out a significant amount of images that
contain the “Not safe for work (nsfw)” label or have a water-
mark score higher than 0.5. The data source of SHHQ and
DeepFashion is relatively concentrated, consisting exclu-
sively of watermark-free fashion / studio-shot data. Thus,



we omit this step for those two datasets. Before fetching
images from the Internet, we excluded the data origins of
LAION-5B, SHHQ, and DeepFashion. Our aim is to mini-
mize crawling data from the same source as much as possi-
ble. We also remove duplicated images by encoding images
into fixed-length hash values using perceptual hashing algo-
rithms [9]. Images with hamming distances smaller than 3
are considered duplicates, and one of them will be removed
to avoid redundancy.

To further remove fake-people images (e.g., cartoon
characters, mannequin models, and generated images), we
fine-tuned Eva-CLIP [23] with Human-Art [12] and sets of
fake images. The fine-tuned model with 91% accuracy is
used to detect images containing fake people. Next, im-
age quality assessment metrics (LIQE [26], IFQA [11], and
HPSv2 [25]) are applied to evaluate image quality at both
face and global levels, aiding in refining the data pool fur-
ther. Images with subpar overall quality and face quality
are eliminated. Further, we utilize YOLOv7 [24] to filter
out images without humans or those containing more than
one individual. Images where the detected largest face has a
resolution smaller than 224×224 or where the entire image
measures less than 640× 1280 are discarded as well.

2.2. Human-in-the-loop Data Annotation

This section presents the pseudo-code of the annotation al-
gorithm (see Algorithm. 1) mentioned in Sec. 3.2.2 of the
main text for Annotate Anyone. A detailed step-by-step ex-
planation will be provided below.

The overall objective of this process is to achieve collab-
oration between AI and human to provide descriptions for
all images (denoted as I) within the entire data pool. We
start the workflow by randomly selecting a fixed test set I0,
consisting of K images from the data pool I . I0 will be
asked 70 meticulously crafted vision questions (see Tab. 1
for reference) by the pretrained model IB0 [3] and obtain
corresponding answers A0. Note that, inspired by the anno-
tation approach used in Fashion datasets [10, 16], we trans-
form the uncontrollable, attributes highly entangled cap-
tioning tasks into detailed question-answering tasks to get
A0. This approach results in structured label answers, pro-
ceeding from coarse to finer granularity, that can ease eval-
uation and provide more accurate and fine-grained region-
specific labels. Then, we ask a professional annotation team
to manually label the images in I0 based on these 70 ques-
tions, to form the attribute dictionary M0 as the ground-
truth of the test set. For every single question, we evaluate
the accuracy of the pretrained model IB0 by comparing the
label in A0 and M0.

The label accuracy for every attribute corresponding to
every question will be documented and utilized to assess
whether the current (pretrained and fine-tuned) model’s
judgment for that attribute meets the criteria. If there is

one label’s accuracy less than 85%, the fine-tuning loop of
AI model IB starts. Concretely, We will randomly sample
another K images from the data pool, and ask the annota-
tion team to label the attributes whose model accuracy is
less than 85%. After each round of manual annotation, the
newly manual-labeled data is combined with the previously
annotated data and utilized for fine-tuning the IBi model.
During training, we use “ <Image >: {}. Question: {} An-
swer:” as a template to construct fine-tuning dataset. The
fine-tuned model IBi+1 will be utilized to perform infer-
ence on the test set I0 for evaluation to get Acc. This fine-
tuning process will repeat until the overall label accuracy
achieves 85%. The final model IBi+1 is used to annotate
all the images in the data pool, and results image-label pairs
(I , A).

2.3. Effectiveness of Annotate Anyone

In this section, we conduct experiments to assess the effec-
tiveness of reducing manual annotation efforts in our Anno-
tate Anyone pipeline.

We run four sets of model fine-tuning with a step-wise
augmentation of manually labeled data. In every iteration,
we randomly sampled 1000 images (K in Algorithm. 1 is
set to 1000) from I in the data pool. Leveraging evaluation
metrics (Acc) from the previous model, we progressively
decrease the need for manual labeling by excluding already
qualified attributes (where the Acc is higher than 85%). The
annotated data accumulates and is utilized for fine-tuning
the subsequent model.

As shown in bar charts of the first iteration in Fig. 2,
due to the random sampling from the data pool, the inher-
ent attribute distribution of sampled images naturally ex-
hibits a long-tail pattern similar to that of CosmicMan-HQ
1.0 (Fig. 3). The accuracy of different attributes also cor-
relates to the number of training data. Then in the follow-
ing iterations, as we only augment the attributes that did
not meet the accuracy threshold, the long-tail distribution
of the training data is alleviated, as shown in the bar charts
of Fig. 2. Specifically, with the progression of iterations, the
number of labels requiring manual annotation on each im-
age gradually decreases. Results in the figure showcase that
the tail-end labels have improved over iterations while the
existing qualified labels maintain their accuracy. The over-
all accuracy of the final fine-tuned model has significantly
increased from 56.0% in the pre-training phase to 85.3%.
We have temporarily halted this flywheel because the aver-
age accuracy has reached 85%, but it can continue run until
the accuracy of every single attribute meets the standard.

2.4. Label Protocol

In Tab. 1, we present a series of questions related to each
part from the human parsing map, resulting in a total of 70
question-answer pairs to describe a human image.



Table 1. The Detailed Questions Asked to Describe Every Single Image. The index 0-2 in Acc represents the corresponding questions
is evaluated as Accobj, Acctex, and Accshape.

Qidx Acc Questions Attributes

Overall

1 0 what is the gender of the person in the image? male, female
2 0 what is the country of the person in the image? Indian, Latino, Middle Eastern, ...
3 0 what is the age of the person in the image? teenager, adult, elderly, ...
4 0 what is the body shape of the person in the image? fit, skinny, obese, muscular
5 0 what is the background of the person in the image?
6 0 what is the overall-style of the person in the image? fashion, documentary, portrait, others

Hair

7 0 is the hair of the person visible in the image? yes, no
8 - what is the hair color of the person? brown, gray, violet, ...
9 1 what is the hairstyle of the person? wavy, ponytail, straight, ...
10 2 what is the hair length of the person? below chest, bald, bob, ...

Top
Clothings

11 0 does the person wears any tops? yes, no
12 0 what kind of top does the person wear? vest, blouse, hoodie, ...
13 1 what is the pattern of the tops? graphic, printed, stripes, ...
14 1 what is the material of the tops? linen, fur, lace, ...
15 2 what is the sleeve length of the tops? short, medium, sleeveless, ...
16 2 what is the top length of the tops? crop, normal, tunic
17 2 what is the collar shape of the tops? square, v-shape, collar, ...
18 - are the top clothing {random color}? yes, no

Bottom
Clothings

19 0 does the person wears any bottoms? yes, no
20 0 what kind of bottom does the person wear? shorts, sweatpants, skirt, ...
21 1 what is the pattern of the bottoms? graphic, printed, stripes, ...
22 1 what is the material of the bottoms? linen, fur, lace, ...
23 2 what is the length of the bottoms? short, medium, sleeveless, ...
24 2 what is the bottom shape of the bottoms? straight, tapered, wide-leg, ...
25 - are the bottom clothing {random color}? yes, no

One-piece
Outfits

26 0 does the person wears any one-piece outfits? yes, no
27 0 what kind of one-piece outfit does the person wear? bathrobe, jumpsuit, dress, ...
28 1 what is the pattern of the one-piece outfits? graphic, printed, stripes, ...
29 1 what is the material of the one-piece outfits? linen, fur, lace, ...
30 2 what is the sleeve length of the one-piece outfits? short, medium, sleeveless, ...
31 2 what is the collar shape of the one-piece outfits? square, v-shape, collar, ...
32 2 what is the length of the one-piece outfits? short, medium, sleeveless, ...
33 2 what is the shoulder exposure level of the one-piece outfits? one-shoulder, off-shoulder

Coats

34 0 does the person wears any coats? yes, no
35 0 what kind of coat does the person wear? cape, trench coat, blazer, ...
36 1 what is the pattern of the coats? graphic, printed, stripes, ...
37 1 what is the material of the coats? linen, fur, lace, ...
38 2 what is the coat length of the coats? short, medium, maxi
39 2 what is the collar shape of the coats? square, v-shape, collar, ...
40 - are the coat {random color}? yes, no

Special
Clothings

41 0 does the person wears any special clothings? yes, no
42 0 what kind of special clothing does the person wear? Hanfu, Saree, cosplay, ...
43 2 what is the sleeve length of the special clothing? short, medium, sleeveless, ...

Shoes

44 0 does the person wears any shoes? yes , no
45 0 what kind of shoe does the person wear? sneakers, flip flops, loafers, ...
46 1 what is the pattern of the shoes? graphic, printed, stripes, ...
47 1 what is the material of the shoes? linen, fur, lace, ...
48 2 what is the boots length of the shoes? ankle, mid-calf, knee-high, ...
49 - are the shoes {random color}? yes, no

Bags
50 0 does the person wears any bags? yes, no
51 0 what is the type of the bags? tote bag, handbag, wallet, ...
52 1 what is the material of the bags? linen, fur, lace, ...

Hats
53 0 does the person wears any hats? yes, no
54 0 what is the type of the hats? beret, sun hat, helmet, ...,
55 1 what is the material of the hats? linen, fur, lace, ...

Socks 56 1 what is the pattern of the socks? graphic, printed, stripes, ...

Other
Accessories

57 1 what is the material of the socks? linen, fur, lace, ...
58 1 what is the pattern of the belts? graphic, printed, stripes, ...
59 1 what is the material of the scarf? linen, fur, lace, ...
60 1 what is the pattern of the scarf? graphic, printed, stripes, ...
61 1 what is the material of the ties? linen, fur, lace, ...
62 1 what is the pattern of the ties? graphic, printed, stripes, ...

Headwear

63 0 does the person wears any headwear? yes, no
64 0 what kind of headwear does the person wear? headband, headscarf, veil
65 1 what is the pattern of the headband? graphic, printed, stripes, ...
66 1 what is the material of the headband? linen, fur, lace, ...
67 1 what is the pattern of the headscarf? graphic, printed, stripes, ...
68 1 what is the material of the headscarf? linen, fur, lace, ...
69 1 what is the pattern of the veil? graphic, printed, stripes, ...
70 1 what is the material of the veil? linen, fur, lace, ...



Raw Text Flora and Fauna Dress Best of Christmas Project Alexa Mansour as Hope – The Walking Dead: 
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BLIP a woman wearing a leopard 
print dress and a hat

there is a little girl sitting 
on a rug with a toothbrush

a woman sitting in a chair in a kitchen a woman in a short dress holding 
an umbrella

IntructBlip the leopard off the 
shoulder dress 

The person in the picture 
is a young girl sitting on 
the floor next to a 
Christmas tree, playing 
with a toy.

The image features a woman sitting on a chair 
in a living room. She is wearing jeans and a 
sweater, with her hands resting on her knees. 
There are several objects scattered around 
the room, including a vase, a cup, and a bottle 
of wine.

The image depicts a young woman 
standing under an umbrella in a 
park. She is wearing a black skirt 
and white top, while holding an 
umbrella to protect herself from 
the sun.

Ours A nearly full-body shot, a 
Caucasian adult female, fit, 
indoor, wavy above chest 
brown hair, woven hat, 
cotton graphic medium 
sleeve short off-shoulder 
dress

A nearly full-body shot, a 
Caucasian child female, fit, 
indoor, cotton short sleeve 
dress in red, long sleeve 
cotton stripes shirt, bob 
blonde above shoulders 
hair

A nearly full-body shot, an middle eastern 
female, fit, indoor, black wavy hair above the 
chest. Cotton short sleeve t-shirt in gray with 
a v-shape neckline, blue denim jeans with maxi 
length

A full-body shot, an Asian adult 
female, outdoor, black straight 
above chest hair, a black silk 
shirt with long sleeve and collar, 
cotton white and short pleated 
skirt, black leather loafers, 
white cotton socks

Figure 1. Data and Annotation Samplings. Sample images with captions obtained from different methods: the original text uploaded
along with the images, captions generated by BLIP [13], and InstructBLIP [3] pretrained models, and our attribute-based text. Here we use
different colors to highlight the unrelated , wrong , and coarse and vague descriptions.
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Figure 2. Effectiveness of Annotate Anyone. The bar charts rep-
resent the manual annotation counts for different attributes in 1000
images for each iteration, and the solid lines depict the accuracy of
each attribute under the current model. Better zoom in for details.

2.5. Statistics of CosmicMan-HQ 1.0

To visually demonstrate the superiority of our dataset in
terms of caption granularity and accuracy, Fig. 1 presents
images from CosmicMan-HQ 1.0 paired with annotations
from different sources. As shown, the text, including the
raw caption from original websites and generated caption

from the BLIP [13], often lacks descriptive details. Raw
text is often unrelated to the image content, while text gen-
erated by BLIP is correct in general but vague, and the cap-
tions from the InstructBLIP [3] have lower accuracy in pro-
viding detailed captions, particularly in attribute-level de-
scriptions. For example, InstructBLIP incorrectly stated
that the woman is wearing a sweater instead of a short-
sleeved shirt, as shown in the description of the third image
in Fig. 1. Compared to these captions, our method provides
comprehensive and accurate descriptions by transforming
fine-grained labels using the fine-tuned IB model.

Following that, We delve into an in-depth exploration
of the data distribution within the dataset. The statistical
analysis of the overall image and human-centric attributes
across CosmicMan-HQ 1.0 is displayed in the left half of
Fig. 3. The right half offers examples of fine-grained at-
tributes related to “top clothing”, which further demon-
strates the granularity of our annotation. The histogram
presents a wide coverage of various attributes and a natu-
ral long-tail distribution, which reflects our dataset’s con-
sistency with the data in the real world.
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Figure 3. CosmicMan-HQ 1.0 Statistics. The left part shows the global attributes and garment types of the person in the image, and the
right section displays attributes examples of top garments.

Figure 4. CosmicMan-HQ 1.0 Image Examples. The examples display the dataset’s wide-ranging diversity, encompassing different
aspects like age, ethnicity, and clothing styles.

2.6. More Dataset Samples

In Fig. 4, more image examples are randomly sampled from
CosmicMan-HQ 1.0, which showcases the dataset’s inher-
ent diversity across various dimensions, such as age, ethnic-
ity, and garments.

3. Daring

In this section, we primarily focus on the additional anal-
ysis of our proposed training framework, Daring. Regard-
ing the Data Discretization, we supplement with an ablation

study on the type of captions, validating the effectiveness
of the decomposed text space in Sec. 3.1. We then pro-
vide a comparison on the two terms of the proposed HOLA
loss in Sec. 3.2. By presenting the cross-attention maps of
the proposed model, we elucidate that our method improves
the text-image alignment for dense concepts in Sec. 3.3.
We also conduct an experimental evaluation of optimization
strategies involving different loss functions in Sec. 3.4.



3.1. Evaluation of Data Discretization

Our framework first decomposes both the text and im-
age into several groups of pair data. The underlying mo-
tivation is that we hypothesize the descriptions are de-
composable and finite for describing human images, since
they are inherently associated with human body structure,
and each concept can correspond to a particular body re-
gion. To evaluate the effectiveness of Data Discretiza-
tion, we conduct a experiment on decomposed and con-
tinuous text space as shown in Tab. 2. Of note, to cost-
effective get natural continuous text, we use GPT-4 to
generate 5-10 templates for each set of labels in the hu-
man structure, such as: “{type} with {pattern} made of
{material}, {sleeve length} sleeves, {collar shape} neck-
line, {length} length, {shoulder exposure level} exposure”
for “One-piece Outfits” group. The natural descriptions of
each group are concatenated to get a sentence for training
and testing. Since the text encoder of SD can only handle
77 tokens, we construct another test set with short captions.
For each sample within the original test set, when the num-
ber of tokens within the natural description is greater than
77, we randomly dropout descriptions of certain body parts.
It can be seen that with the decomposed text data, the Accall
exhibits a significant improvement. This is because decom-
posed text space ensures that all important details are accu-
rately and clearly included and does not introduce ambigu-
ity or unnecessary context. While data discretization gives
an additional boost in performance, the best performance
is achieved when LHOLA and data discretization are com-
bined. This illustrates that as long as keys K in attention
blocks are initially decomposable and semantically guided,
it may not be necessary to optimize latent code using cross-
attention maps in the inference or add complex modules to
SD’s original architecture for dense concepts alignment.

Table 2. Ablation on LHOLA and Data Discretization. The best
results are marked with Red.

LHOLA Discretization Accobj↑Acctex↑Accshape↑Accall ↑
74.6 88.4 56.2 73.1

✓ 76.8 89.3 59.3 75.1
✓ 82.4 91.3 66.5 80.1

✓ ✓ 85.5 92.2 71.4 83.1

3.2. Evaluation of HOLA Loss

The proposed loss LHOLA for guiding the model to align
with the region-level captions is composed of two terms.
The first term introduces the overall spatial structure and
single concept, while the second term reduces the ambi-
guities of outfit-level descriptions. For example, patterns
exhibited on clothing typically manifest in specific areas
rather than uniformly across the entire garment. Conse-

quently, these patterns do not necessitate alignment across
the entire clothing piece. Here we also provide quantitative
results in Tab. 3. Baseline means the model that only fine-
tuned on CosmicMan-HQ-1M. The employment of “term1”
markedly enhances all semantic accuracy. Subsequent in-
corporation of “term2” yielded a more pronounced en-
hancement in Acctex due to the fact that certain outfit-level
texture attributes such as patterns don’t need to be aligned
with the whole semantic region.

Table 3. Ablation on Loss Terms in LHOLA. Term1 pushes the
high response region of each single concept feature. Term2 helps
reduce the ambiguities of outfit-level descriptions.

Methods Accobj↑ Acctex↑ Accshape↑ Accall ↑
Baseline 87.3 77.4 59.3 74.6
+ term1 91.3 84.7 65.6 80.5
+ term2 91.7 85.7 66.1 81.2

3.3. Evaluation of Cross-Attention Maps

We also provide the comparison of the cross-attention maps
across various models, as illustrated in Fig. 5. In sum-
mary, our evaluation indicates that CosmicMan-SDXL ex-
hibits enhanced precision in the generation of graphic t-shirt
and black sneakers. This is further corroborated by our de-
tailed examination of the attention maps for “Top Clothing”.
Notably, the attention map corresponding to the “graphic”
attribute demonstrates a more accurate activation in the top
region, particularly when compared with the attention map
extracted from SDXL. Furthermore, a comprehensive com-
parison of all attributes shows that CosmicMan-SDXL not
only achieves higher semantic accuracy, but also achieves
more accurate semantic activation in the corresponding at-
tention map than the model fine-tuned on CosmicMan-HQ.

3.4. Evaluation of Optimization Strategies

In addition to appending a loss term through lineariza-
tion and adjusting scalar coefficients, we conduct addi-
tional experiments employing a multi-objective optimiza-
tion technique, Random Loss Weighting (RLW) [14], on
CosmicMan-SD. The results presented in Tab. 4 reveal that
both using RLW directly and combining it with a weighted
loss term lead to a decline in model performance.

Table 4. Ablation on Optimization Strategies. The best results
are marked with Red.

RLW β FID↓ Accobj↑ Acctex↑ Accshape↑ Accall↑
✓ 55.5 83.7 76.7 60.8 73.6
✓ ✓ 39.9 89.9 81.7 63.2 78.2

✓ 36.8 91.7 85.7 66.1 81.2
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SDXL w 
CMHQ

CosmicMan-
SDXL

scoop neck line sleeve graphic t - shirtnormal short cotton
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Text Descriptions: A full-body shot, an adult Caucasian male, fit, a gray wall, denim straight black jeans, curly hair, 
scoop neckline normal short sleeve graphic cotton t-shirt, black ankle boots sneakers

Figure 5. Visualization of Cross-attention Maps. We show cross-attention maps in SDXL-base for two different resolutions (map of
64×64 shape with 16× down-sampling and map of 32×32 shape with 32× down-sampling), in a similar way to the Prompt-to-Prompt [6]
visualization method. For a clearer comparison, we further resize them to the original image size.

4. Experiments
To more vividly demonstrate the performance of our text-
to-image foundation model, CosmicMan, this section pro-
vides an extensive array of qualitative results. In Sec. 4.1
and Sec. 4.2, we begin by detailing our experimental proce-
dures and evaluation metric. We then present the compar-
ative qualitative results against the state-of-the-art models
in Sec. 4.3, followed by more visual results of the ablation
studies in Sec. 4.4. In Sec. 4.5 and Sec. 4.6, we provide
further analysis on the visual results with different granu-
larity, as well as different concepts, respectively. Sec. 4.7
provides a fairness comparison on an unseen dataset. In
Sec. 4.8, we show the superiority of our foundation model
over Stable Diffusion pretrained model on two downstream
applications. Finally, we provide additional visualizations
of our model in Sec. 4.9.

4.1. Experiment Setting

Our foundation models CosmicMan contains two versions:
CosmicMan-SD based on SD-1.5 [21], and CosmicMan-
SDXL based on SDXL [19]. The DDPMScheduler [7]
and EulerAncestralDiscreteScheduler are used for training
and testing, respectively. We use AdamW [17] as the opti-
mized method in 1e-5 learning rate and 0.01 weight decay.
The HOLA loss only affects the cross-attention block at
16× down-sampling rate. In CosmicMan-SDXL, the multi-
aspect training strategy [19] in combination with an offset-

noise level of 0.05 is utilized to train our foundation model,
and the weight of HOLA loss is set to 1. In CosmicMan-
SD, the weight of HOLA loss is set to 0.001 to avoid over-
saturation problem. During the training process, a dropout
strategy is applied with a probability of 0.1 to all attributes
located in front of each object, as well as to the region de-
scription phrases, with the notable exception of the phrase
“Overall”. Additionally, the photo type, derived from the
keypoints, is systematically positioned at the forefront of
the dense description. Besides, we also use the quality tun-
ing technique [4] on both models to further enhance the fi-
nal visually appealing. We finetune on 500 extremely high-
quality human images with an offset-noise level of 0.05 for
about 1000 iterations. Our model are trained on 32 80G
NVIDIA A100 GPUs in a batch size of 64 for about one
week.

4.2. Fine-grained Text-Image Alignment Metric

We introduce Semantic Acc, a novel text-image alignment
metric specifically designed for dense concepts in human
images. Firstly, it adopts an atomized approach as other
metrics for fine-grained text-image alignment [2, 8], break-
ing down descriptions into discrete questions to minimize
coupling. This atomization is effectively implemented us-
ing a predefined question dictionary for finite human de-
scriptions, thereby avoiding the additional errors introduced
by generating questions through Large Language Models.



Text Descriptions: An upper body shot, a Caucasian elderly female, natural landscape, white 
cotton hat, above shoulders wavy white hair, pink floral normal cotton long sleeve shirt

Text Descriptions: A full-body shot, an adult Caucasian female, fit, a white wall, brown 
straight hair, leather brown mid-calf boots, sleeveless off-shoulder midi silk graphic dress

SD 1.5

Midjourney IF SDXL CosmicMan-SDXL

SD 1.5

Midjourney IF SDXL CosmicMan-SDXL

CosmicMan-SD

DALLE2 DALLE3 CosmicMan-SD

DALLE2 DALLE3

Figure 6. Comparison with State-of-the-art Models. From left to right, the top row features the results of SD 1.5, DALLE2, DALLE3,
and CosmicMan-SD. The bottom row presents the results of Midjourney 5.2, DeepFloyd-IF, SDXL, and CosmicMan-SDXL.



Text Descriptions: A nearly full-body shot, an adult Asian female, fit, a forest with trees 
and a sky with clouds, above eyes bun black hair, solid color cotton black jacket, solid color 
white maxi off-shoulder sleeveless mesh wedding dress

Text Descriptions: A close up portrait shot, a Caucasian teenager male, fit, a street with a 
building in the distance, cotton knitted hat, brown wavy above eyes hair, gray cotton long 
sleeve normal solid color hoodie

SD 1.5

CosmicMan-SDXL

SD 1.5

CosmicMan-SDXLMidjourney IF SDXL

CosmicMan-SD

IF SDXL

CosmicMan-SD

Midjourney

DALLE2 DALLE3

DALLE3DALLE2

Figure 7. Comparison with State-of-the-art Models. From left to right, the top row features the results of SD 1.5, DALLE2, DALLE3
and CosmicMan-SD. The bottom row presents the results of Midjourney 5.2, DeepFloyd-IF, SDXL, and CosmicMan-SDXL.



LAION-5B HumanSD-1M CMHQ-1M-
AltText CMHQ-1M-IB CMHQ-1M-AA CMHQ-6M-AA

Text Descriptions: A close up portrait shot, an African adult male, fit, rooftop terrace overlooking a sprawling 
cityscape, crew cut bald black hair, graphic blue a jersey normal short sleeve cotton scoop neckline t-shirt, plastic hat

Text Descriptions: A close up portrait shot, a Caucasian child female, fit, blurred riverside, normal graphic cotton floral 
short sleeve pink t-shirt, close-fitting cotton solid color maxi gray pants, brown above shoulders bun hair

Text Descriptions: A full-body shot, an adult Caucasian female, fit, outdoor, solid color black leather ankle boots high 
heels, belt, cotton medium sleeve plaid short dress, above chest wavy blonde hair, leather clutch

Text Descriptions: A full-body shot, an Asian adult female, fit, a white wall, short white stripes cotton skirt, solid color 
short sleeve cotton black crop off-shoulder top, above chest wavy black hair

Figure 8. Ablation on Training Data. “AltText” refers to Web Alternative Text, “IB” denotes the image descriptions generated by the
pretrained InstructBLIP model, “AA” corresponds to captions produced by Annotate Anyone, and “CMHQ” refers to the CosmicMan-HQ.



For heightened precision, we fine-tuned a Vision-Language
Model specifically to answer the atomized questions, rather
than relying on pretrained models. Specifically, we ask
“yes” or “no” questions for each atomic attribute using In-
structBLIP. For example, for a generated image with input
description of “plaid short sleeve t-shirt”, we would ask
three questions sequentially: “Does the person wear a t-
shirt?”, “Does the t-shirt have a plaid pattern?”, and “Is the
t-shirt short sleeve?”. The answer to all three questions is
“yes”. To prevent overfitting, attributes of the same hier-
archy are randomly selected from CosmicMan-HQ 1.0 to
generate “no” answer questions during training. The Se-
mantic Acc scores are calculated by dividing the number of
correct answers by the total number of questions. To further
analyze text-image alignment for humans across various di-
mensions, we categorize Semantic Acc into three groups:
Accobj for object types, Acctex for texture attributes, and
Accshape for shape attributes, as indexed in Tab. 1.

4.3. Qualitative Comparison to SOTA

We focus on comparing our two foundational models
with state-of-the-art models such as SD-1.5, DALLE2,
DALLE3, Midjourney, DeepFloyd-IF, and SDXL, as de-
picted in Fig. 6 and Fig. 7. While SD-1.5 shows the high-
est CLIPScore among these contenders, as highlighted in
the main paper, its visual performance indicates subpar im-
age quality and text-image alignment. Other models are
able to generally produce human images that are consis-
tent with detailed descriptions, though they sometimes omit
or misinterpret certain concepts, which are highlighted by
red dotted boxes in figures. For instance, in the first cap-
tion of Fig. 7, which depicts a white wedding dress and a
black jacket, these models successfully generate the dress
but fail to capture the concept of the black jacket. Re-
garding CosmicMan-SD, which possesses the same archi-
tecture as SD-1.5, it exhibits better text-image alignment.
CosmicMan-SDXL excels in both image quality and text-
image alignment for dense concepts.

4.4. Qualitative Ablation Studies

In this section, We provide qualitative results based on our
setting to show the effectiveness of each part proposed in
Daring.
Ablation on Training Dataset. In evaluating the efficacy
of data sources, it is observed that the outputs derived from
the model trained on CosmicMan-HQ 1.0 dataset exhibit a
closer resemblance to authentic imagery and a higher text-
image alignment when compared with those generated by
models trained on LAION-5B and HumanSD. This com-
parative analysis is exemplified in Fig. 8, where the first row
illustrates a notable discrepancy. The LAION-5B image is
characterized by a slight overexposure, while the represen-
tation of clothing material in the HumanSD image deviates

C𝑓𝑡

Text Descriptions: A close up portrait shot, an adult Caucasian male, fit, a brown wall, cotton 
scarf, above eyes wavy brown hair, cotton long sleeve white normal solid color shirt, black 
blazer

Text Descriptions: A nearly full-body shot, an Asian adult female, fit, a white wall, above 
chest black ponytail hair, stripes short sleeve short cotton dress

D𝑓𝑡 C𝑓𝑡 + ℒ𝐻𝑂𝐿𝐴 D𝑓𝑡 + ℒ𝐻𝑂𝐿𝐴

Figure 9. Ablation on HOLA Loss and Data Discretization.
Dft and Cft denote fine-tuning and testing models on the contin-
uous and decomposed text space. LHOLA represents the human
body and outfit-guided loss for alignment. The blue backgrounds
are utilized to accentuate the content of the generated pairs. This
approach is consistently applied throughout the following images
to maintain uniformity and enhance visual clarity.

from a cotton-like texture.
Regarding the impact of data scaling on model per-

formance, the training on the CosmicMan-HQ-6M dataset
demonstrates enhanced precision in the text-image align-
ment for dense concepts. As evidenced in Fig. 8, the model
trained with CosmicMan-HQ-6M more accurately captures
fine-grained attributes, such as ankle boots (illustrated in the
third row) and a striped skirt (depicted in the fourth row), in
contrast to its CosmicMan-HQ-1M counterpart.

Furthermore, the superiority of annotation quality in the
Annotate Anyone becomes evident when contrasted with
the pretrained IB model. This is particularly noticeable
in the generation of more accurate and refined annotations,
leading to significant improvements in the visual represen-
tation of items such as a graphic pink t-shirt and gray pants,
as showcased in the second row of Fig. 8.
Ablation on Training Strategy. We delineate the impact
of Data Discretization for Humans and the incorporation of
HOLA loss on the accuracy of the generated images. Fig. 9
elucidates this effect by contrasting results obtained under
decomposed and continuous text spaces, underscoring the
significance of Data Discretization for Humans. The model
Dft demonstrates a heightened ability to accurately gener-
ate images of a cotton scarf (as depicted in the first row)
and a striped dress (shown in the second row), compared
to its counterpart, Cft. This observation underscores the
premise that a discrete text space is more adept at handling
complex, dense concepts in our dataset. Nevertheless, the
absence of constraints on key K in the attention block oc-
casionally leads to instances of attribute misalignment. In



baseline + term1 + term2

Text Descriptions: A nearly full-body shot, an adult African male, fit, a white wall, short 
sleeve normal blue solid color cotton graphic a cat polo shirt, bald hair, black cotton maxi 
solid color straight pants

baseline + term1 + term2

Text Descriptions: A nearly full-body shot, an adult Caucasian female, fit, studio, normal 
cotton solid color graphic orange short sleeve t-shirt, straight above chest hair, knee-
high black solid color straight leather skirt

Figure 10. Ablation on Terms of HOLA Loss. Baseline means only fine-tuning the model on CosmicMan-HQ 1.0. Term 1 refers to the
first term of HOLA loss, which works under the guidance of human body structure. Term 2 refers to the second term of HOLA loss, which
helps reduce the ambiguities of outfit-level descriptions.

an effort to address this, the integration of HOLA loss with
Data Discretization for Humans is explored. This combina-
tion, represented as Dft+LHOLA, culminates in a further
enhancement of semantic alignment. The resulting images
depict a more realistic representation of a cotton scarf and
accurately colored hair in the first row, and a more precisely
rendered striped dress and ponytail hair in the second row.

In an effort to further dissect the influence of HOLA loss,
a comparative analysis focusing on the individual contribu-
tions of each term within the loss function is conducted.
This is depicted in Fig. 10, where the differential impacts of
these terms are illustrated. Specifically, Term 1 is observed
to facilitate the improved generation of attributes that are
characteristic of larger regions. Examples of this can be
seen in the enhanced depiction of a blue shirt and a black
skirt on the left and right images, respectively. However,
it is noted that Term 1 is less effective in accurately ren-
dering attributes that are localized. For instance, the polo
shirt on the left side is more akin to a t-shirt in its represen-
tation. This discrepancy can be attributed to the nuanced
differences, such as the localized collar shape, which dis-
tinguishes a polo shirt from a t-shirt. By composing Term
2, the model exhibits a heightened proficiency in generating
attributes pertinent to localized regions. This is evident in
the more accurate portrayal of the cat pattern and the polo
shirt on the left, as well as the distinct pattern of the t-shirt
on the right.

4.5. Qualitative Results of Different Granularity

To illustrate CosmicMan’s ability in processing descriptions
of varying granularity, we offer a visualization in Fig. 11
that features captions with progressively increasing detail.
Initially, we start with a simple caption specifying differ-
ent outfit types to generate the base human image. Subse-
quently, we incrementally enrich the description by adding
details about texture, shape, and color. The step-by-step re-
sult reveals our model’s capability to produce high-quality
human images that remain faithfully aligned with increas-

ingly complex and dense concepts.

4.6. Qualitative Results of Different Concepts

We demonstrate the versatility of CosmicMan-SDXL in
handling varying fine-grained descriptions, as depicted in
Fig. 12. We only modify certain elements of the descrip-
tions while keeping other components consistent. In the
first row, we alter the descriptions of outfit shape, such as
the sleeve length in the target region, resulting in visible
changes, yet the overall spatial layout is maintained. Next,
we explore different textures and colors, like fur floral dress,
showcasing the model’s ability to incorporate unique dense
concepts. Lastly, when modifying the outfit type, signifi-
cant changes are observed in the human structure and scene
layout.

4.7. Quantitative Comparison on Unseen Testset

We follow the experimental settings and provide an ad-
ditional zero-shot evaluation on an unseen human subset,
which contains 2048 images filtered from the MS-COCO
2014 validation subset [15]. As shown in Tab. 5, our mod-
els outperform all other methods in terms of image qual-
ity (FID). Regarding text-image alignment, we compare
CLIPScore instead of Semantic Acc since the captions are
in free-form text format. Its results consistently align with
those from our original test set.

Table 5. Quantitative Comparison on Unseen Human Testset.
We conduct zero-shot evaluation on MS-COCO 2014 validation
subset. “CM-SD” and “CM-SDXL” are short for CosmicMan-SD
and CosmicMan-SDXL.

Metrics SD 1.5 SD 2.0 SDXL DF-IF CM-SD CM-SDXL

FID 50.45 75.71 50.16 53.38 49.34 45.90
CLIP 27.23 23.58 27.37 26.96 27.23 25.56

Speed (ms/f) 43.66 55.99 56.23 203.43 43.53 56.32



Text Descriptions: A full-body shot, 
a adult Latino male, hoodie, cargo 
pants, Chelsea boots, backpack.

Add Texture: graphic rose hoodie, 
leather Chelsea boots, leather 
backpack.

Add Shape: curly hair, wide-leg 
cargo pants

Add Color: black graphic rose hoodie, 
wide-leg camouflage cargo pants, 
black Chelsea boots

Figure 11. Qualitative Results of CosmicMan-SDXL with Increasing Granularity. A simple description is initially provided, from
which the granularity is progressively increased, emphasizing texture, shape, and color, leading to the generation of the following human
images.

4.8. Applications

In this subsection, we provide more qualitative results on
two downstream applications: 2D human editing and 3D
human reconstruction to show the effectiveness of our spe-
cialized foundation model.

2D Human Editing. We compare our ComsicMan-SDXL
with SDXL pretrained model using T2I-Adapter [18]. We
use skeleton maps extracted by Openpose [1] as guidance to
generate portraits with specified poses. The first and second
rows in Fig. 13 show that our results exhibit more accurate
pose control. Besides, SDXL tends to generate semantic
inconsistency images with a hazy background, while our
method generates more realistic and semantic-consistent
images.

3D Human Reconstruction. We further compare our
ComsicMan-SD with SD-1.5 pretrained model based
Magic123 [20] for 3D human reconstruction. The first two
examples in Fig. 14 show the ability on Image-to-3D, where
both reference image and prompt are used as input. The first
example shows that our model can maintain the hat shape
of the girl in each view, demonstrating that our model pos-
sesses better multi-view consistency. The second example
shows Stable Diffusion pretrained model tends to gener-
ate results with vague and odd human shapes (the 3rd and
6th images of SD in second example). In contrast, our re-
sults obtain more accurate human body and face geomet-
ric shapes. The third example in Fig. 14 shows the abil-
ity on Text-to-3D, where the single prompt is initially input
to CosmicMan-SD or Stable Diffusion pretrained model to
generate the reference image, and then sent to Magic123.
It can be seen that our results are significantly superior to

Stable Diffusion results on both text-image consistency and
geometric shape.

4.9. More Generated Samples of CosmicMan

In Fig. 15 ∼ Fig. 20, we present additional generated sam-
ples showcasing a variety of captions and aspect ratios.
Please note that some images have been cropped for im-
proved typesetting.



Shape: short sleeve normal 
blouse, straight jeans

Shape: medium sleeve crop 
blouse, close-fitting jeans

Shape: long sleeve v neckline 
blouse, wide-leg jeans

Texture and color: yellow 
cotton graphic dress

Texture and color: white 
lace dress

Texture and color: fur 
floral dress

Outfit type: t-shirt, skirts, 
ankle boots, beret hat

Outfit type: coat, leggings, 
sneakers, baseball cap

Outfit type: cardigan, 
sweaters, pants, high heels, 
cowboy hat

Figure 12. Qualitative Results of CosmicMan-SDXL with Different Descriptions on Shape, Texture, and Outfit Types.



Pose T2I-Adapter + OursT2I-Adapter + SDXL

Text Descriptions: A nearly full-body shot, an Asian adult female, fit, indoor, bob above eyes black 
hair, medium sleeve mesh maxi dress

Text Descriptions: An upper body shot, an Latino adult male, fit, natural landscape, crew cut black hair, 
solid color long sleeveless cotton shirt, cotton solid color jacket, cotton hat

Text Descriptions: An upper body shot, an Asian child female, fit, natural landscape, bob above chest 
black hair, graphic short cotton no sleeve dress

Figure 13. Visualization of 2D Human Editing. We compare our CosmicMan-SDXL with SDXL pretrained model based on T2I-
Adapter [18]. We highlight the areas of text-image inconsistency of SDXL results in “Text Descriptions” using blue background.



Text Descriptions: An upper body shot, a Caucasian female child, fit, above chest blonde wavy hair, 
woven hat, straight maxi cotton graphic white polka dots pants, solid color normal woven brown long 
sleeve sweaters

Text Descriptions: A full-body shot, an adult Caucasian male, fit, wavy gold above eyes hair, solid 
color cotton normal long sleeve shirt, cotton solid color overcoat, solid color cotton straight maxi 
pants, solid color shoes

Text Descriptions: A close up portrait shot, a Caucasian teenager male, fit, a street with a building 
in the distance, cotton knitted hat, brown wavy above eyes hair, gray cotton long sleeve normal solid 
color hoodie

Magic123 w/ SD

Magic123 w/ Ours

Magic123 w/ SD

Magic123 w/ Ours

Magic23 w/ SD

Magic123 w/ Ours

Figure 14. Visualization of 3D Human Reconstruction. We compare our CosmicMan-SD with Stable Diffusion pretrained model based
on Magic123 [20]. The first and second examples show the ability of Image-to-3D. The third example shows the ability of Text-to-3D.
CosmicMan-SD can generate results with better multi-view consistency and geometric shapes. The first image in each row is the reference
image. Note that the reference images in the fifth and sixth are generated by CosmicMan-SD and SD-1.5 respectively. The red box
highlights the improvement of our foundation model compared to Stable Diffusion.



Text Descriptions:
A headshot, an adult Latino male, fit, softly blurred city traffic at night, solid color maxi cotton dress, above eyes wavy brown hair, solid color long sleeve cotton normal 
red t-shirt, cotton baseball cap.

Text Descriptions:
A close up portrait shot, an adult Caucasian female, fit, runway, cotton long sleeve solid color white normal t-shirt, solid color fur scarf, wavy above chest brown hair.

Figure 15. More Generated Samples of CosmicMan.



Text Descriptions:
A close up portrait shot, an African adult female, fit, autumn forest, warm earthy blur, printed cotton scarf, cotton long sleeve black normal solid color t-shirt, above 
shoulders afro-hair black hair.

Text Descriptions:
A close up portrait shot, an Asian child female, fit, fuzzy urban park with blurred walkers, sleeveless white cotton solid color normal camisole, above shoulders black bob 
hair.

Figure 16. More Generated Samples of CosmicMan.



Text Descriptions:
A headshot, an adult Caucasian female, misty forest with distant mountains, above eyes 
brown bob hair.

Text Descriptions:
A headshot, a Caucasian adult male, fit, outdoor, normal white solid color long sleeve 
cotton shirt, white bald hair, solid color black jacket.

Text Descriptions:
A headshot, an Asian adult female, fit, a mountainous landscape, solid color cotton long sleeve short 
dress, above chest brown straight hair, solid color gray cotton overcoat.

Figure 17. More Generated samples of CosmicMan.



Text Descriptions:
A headshot, an adult Caucasian female, fit, softly blurred city traffic at night, above 
chest brown straight hair, gray cotton normal long sleeve solid color sweaters.

Text Descriptions:
A close up portrait shot, an adult Caucasian male, vaguely visible park with autumn trees, 
above eyes wavy brown hair, cotton long sleeve white normal solid color shirt.

Text Descriptions:
A close up portrait shot, an adult Caucasian female, fit, blurred riverside with distant boats, wavy 
red above chest hair, blue silk long sleeve normal blouse, silk midi long sleeve dress.

Figure 18. More Generated Samples of CosmicMan.



Text Descriptions:
A headshot, a Caucasian elderly male, a blue wall, 
bald above eyes gray hair, blue short sleeve polo 
shirt, blue hat. 

Text Descriptions:
A headshot, an adult Caucasian 
female, black and white city in 
distance, above chest blonde wavy 
hair.

Text Descriptions:
A full-body shot, a Caucasian adult female, fit, outdoor, sleeveless solid 
color silk short off-shoulder jumpsuit, black bun above shoulders hair, 
leather solid color high heels

Text Descriptions:
An upper body shot, an adult Asian female, fit, dusk cityscape in dreamy blur, grey tie-dye 
long sleeve graphic cotton normal sweatshirt, tie-dye cotton graphic tapered grey maxi 
sweatpants, wavy above chest brown hair.

Text Descriptions:
An upper body shot, a Caucasian elderly female, fit, in a city traffic 
scene, white cotton hat, above shoulders wavy white hair, pink floral 
normal cotton long sleeve shirt.

Figure 19. More Generated Samples of CosmicMan.



Text Descriptions:
A close up portrait shot, a Caucasian child female, 
fit, a white wall, normal graphic cotton floral 
short sleeve gray t-shirt, pink solid color leather 
sneakers, close-fitting cotton solid color maxi 
pink pants, brown above shoulders bun hair

Text Descriptions:
A close up portrait shot, a Caucasian toddler male, 
fit, outdoor, blonde straight above eyes hair, long 
sleeve normal blue solid color cotton t-shirt.

Text Descriptions:
A headshot, a Caucasian adult male, fit, summer forest, cold earthy blur, normal black solid color long 
sleeve cotton shirt, white bald hair, black ankle boots leather solid color loafers.

Text Descriptions:
A close up portrait shot, an adult Caucasian female, fit, indoor, short sleeve solid color orange silk dress, 
leather belt, above shoulders wavy blonde hair.

Text Descriptions:
A full-body shot, a Caucasian adult female, fit, outdoor, sleeveless solid 
color silk short jumpsuit, black bun above shoulders hair, solid color pink 
high heels.

Text Descriptions:
An upper body shot, a Caucasian adult female, fit, blurred riverside, fur 
solid color scarf, blonde wavy above shoulders hair, gray normal silk long 
sleeve solid color blouse, white solid color maxi straight cotton pants.

Figure 20. More Generated Samples of CosmicMan.
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