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1. Appendix

Overview. In this appendix, we first present more method
details in Sec. A. Then, we present more experiment re-
sults in Sec. B. Finally, we show more image, video, open-
vocabulary, and interactive segmentation demos in Sec. C.

A. More Method Details

More Detailed Comparison with Recent Works. Due
to the page limitation, we only select several representa-
tive works for setting comparison. Compared with spe-
cific models [3, 11], our method achieves extreme param-
eter sharing and performs various tasks that these models
cannot perform.

Compared with video segmentation and unified video
segmentation [1, 9], our method can also achieve open-
vocabulary and interactive segmentation, as well as good
enough performance on image segmentation. This is
because our model is jointly co-trained on both image
and video segmentation datasets without introducing task-
specific tuning on video segmentation datasets. In addition,
due to the frozen CLIP backbone, our method can also per-
form video open vocabulary segmentation without any ar-
chitecture modification.

Compared with recent partial unified models, our
method achieves all related visual segmentation in one
model. For example, compared with Semantic-SAM [8],
our model can achieve both video segmentation (VIS, VSS,
VPS) and open-vocabulary segmentation. Compared with
UNINEXT [14], our method can perform interactive seg-
mentation, panoptic segmentation (VPS, PS), and open-
vocabulary segmentation. Compared with OneFormer [6],
we can achieve video, open-vocabulary, and interactive seg-
mentation. Compared with TarVS [1], we can keep image
segmentation without specific fine-tuning. Compared with
recent FreeSeg [12], we can achieve both video segmenta-
tion and interactive segmentation in one model.
Implementation Details of OMG-Seg. We use balanced
training for our model. In particular, for two different
setting of Tab.2 and Tab.3 in the main paper, we bal-
ance each dataset sample according to the COCO dataset
size. Then, we choose the same data augmentation as

Table 1. Results using ResNet50 backbone.

Method Backbone COCO-PS VIPSeg-VPS Youtube-VIS-2019

Mask2Former [4] ResNe50 52.0 - -
Mask2Former-VIS [2] ResNe50 - - 46.4

OMG-Seg ResNe50 49.9 42.3 46.0
OMG-Seg ConvNext-L 54.5 50.5 56.2

Table 2. Results using ViT backbone.

Backbone COCO-PS Youtube-VIS-2019 VIP-Seg

ViT-L (frozen) 34.5 23.2 34.5
ViT-L (learned) 52.2 54.3 48.2

ConvNext-L (frozen) 54.5 56.2 50.5

Mask2Former [4]. For the text embedding generation, we
follow the standard open-vocabulary detection and segmen-
tation setting [13, 15]. We generate multiple text prompts
with the class names and keep the text embedding fixed for
both training and inference. In this way, we can achieve
multi-dataset and open-vocabulary segmentation.
More Detailed Inference Process. Our model has vari-
ous inference modes. For image segmentation on various
datasets, we simply follow the Mask2Former to obtain the
corresponding mask and labels. For video segmentation,
we adopt simple query matching [5, 10] without learning
the extra tracking query embedding. We believe adding
such components will improve the video segmentation. For
open-vocabulary segmentation, we fuse the frozen CLIP vi-
sual scope and predicted scope to boost the novel class seg-
mentation. For interactive segmentation, we mainly use the
point prompts to evaluate despite the box prompts, which
can also be used as SAM [7]. Moreover, since our model
adopts the frozen CLIP features, we can freely label the
prompt-driven segmentation masks, where we can achieve
open-vocabulary interactive segmentation. The GFlops of
the main paper are calculated with 1200× 800 by default.

B. More Experiment Results
In addition to the main paper, we also provide more ablation
studies and experiment results here.
Results Using ResNe50 backbone. In Tab. 1, we re-
port our model using ResNet50 backbone. We jointly co-
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Table 3. Ablation on self-attention mode for interactive segmen-
tation tasks. We use ResNet50 as the backbone. The masks filter
out the correlation of each query during self-attention.

Setting COCO-PS COCO-SAM

Self Attention without masks 45.2 40.7
Self Attention with masks 49.9 52.2

train our model with 24 epochs. Compared with specific
Mask2Former for 50 epoch training, our model can achieve
considerable results but with less parameter costs.
Exploration on ViT-based CLIP backbone. In Tab. 2,
we explore the CLIP-ViT backbone. We find using frozen
CLIP-ViT leads to inferior results. This is because the po-
sition embedding of ViT is fixed (224 by default), and a
simple bilinear upsampling operation hurts the origin rep-
resentation. Thus, in the second row, we adopt the learned
architecture. However, we still find performance gaps with
convolution-based CLIP. Moreover, since there is no frozen
CLIP and the open-vocabulary ability is lost during the fine-
tuning.
Interactive Segmentation with Masked Self-Attention.
In interactive mode, we set the query invisible (achieve this
by masking) to each other during the cross-attention pro-
cess. If not, as shown in Tab. 3, we find a significant perfor-
mance drop for both COCO-SAM and COCO-PS. This is
because, for interactive segmentation, the local features are
good enough, while introducing the global information will
bring noise to the query learning.

C. More Visualization Example
More Visual Results on More Tasks. In Fig. 1, we present
more visual examples for two additional tasks. One is open-
vocabulary panoptic segmentation on ADE-20k. As shown
in the top row, our method can achieve good zero-shot seg-
mentation quality. In the second row, we also provide in-
teractive segmentation on the ImageNet-1k dataset. We add
the class labels that are from the simple CLIP score. To this
end, we achieve open-vocabulary interactive segmentation.
Limitation and Future Work. One limitation of our work
is the capacity of our model. Since we use the frozen archi-
tecture to keep the open-vocabulary ability, which leads to
inferior results for one specific dataset or task. However, we
believe adding more dataset co-training [7] with the learned
backbone will improve our model performance. With the
aid of more text-image pairs or classification datasets, we
also achieve open-vocabulary segmentation ability while
keeping the performance improved on close sets. This is
our future work to scale up our model. Moreover, we can
also add a text path to support language-driven segmenta-
tion tasks, such as referring image/video segmentation or
even with large language models (LLMs) to perform joint

reasoning and segmentation in one framework.
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Figure 1. More functional Visualization of OMG-Seg model. In addition to five different tasks of the main paper, we also visualize the open-
vocabulary segmentation results: open-vocabulary panoptic segmentation results on ADE-20k, open-vocabulary interactive segmentation
results on ImageNet 1k dataset.
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