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1. Prior Extraction
The architecture of the PE is shown in Figure 1. As can
be seen, PE mainly consists of 9 residual blocks and 2
linear layers. Specifically, we first concatenate the tar-
get LR image ILR ∈ RH×W×2 and the target HR image
IPHR ∈ RH×W×2 after the PixelUnshuffle operation along
the channel dimension to obtain X ∈ RH×W×4. Then, in-
put X into the PE to generate the prior knowledge Z ∈ R4Ĉ .
Note that when employed as the condition extraction (CE)
module, only the target LR image ILR is utilized as input.
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Figure 1. The architecture of the prior extraction module.

2. Frequency-Domain Data Consistency Loss
Unlike natural images, MR images undergo data acquisi-
tion in the frequency domain. Therefore, in MR image SR
reconstruction, frequency domain loss is crucial for main-
taining data consistency by using sampled values to replace
specific k-space positions. Specifically, Fourier transforms
are performed on both ISR and IHR to obtain k-space data
KSR and KHR, respectively. Then, a sampling mask M is
employed to evaluate k-space sampling. If the coefficients
in KSR have been sampled, they are replaced with the cor-
responding coefficients in KHR; otherwise, they stay un-
changed, as follows:

KDC [a, b] =

{
KSR[a, b] if (a, b) /∈ M
KSR[a,b]+nKHR[a,b]

1+n if (a, b) ∈ M
, (1)

where n ≥ 0 is noise (n is set to infinity), [a, b] is a ma-
trix indexing operation, and KDC is the k-space data after

Method Window Size PSNR SSIM FLOPs

SwinIR [7] 8×8 30.13 0.8107 32.99G
SwinIR [7] 16×16 30.54 0.8183 39.79G
PLWformer 16×16 30.52 0.8180 29.45G
PLWformer 32×32 30.78 0.8242 36.25G

Table 1. Performance comparison between SwinIR [7] and PLW-
former at different window sizes. The best result is marked in
bold.

fidelity. The sampling mask M employs a commonly used
k-space downsampling mask [5, 9]. Then, the mean squared
error is used to constrain KDC and KHR:

Ldc = ∥KDC −KHR∥2 . (2)

3. Window Size Analyses
We further show the comparison of window size and com-
putational complexity (e.g., FLOPs) in Table 1. For a fair
comparison, we conduct single-contrast SR reconstruction
employing SwinIR [7] and PLWformer, with the optimiza-
tion function utilizing the L1 loss. Note that in this case,
the PLWformer does not utilize the prior knowledge repre-
sented by Z. The performance metrics, including PSNR,
SSIM, and FLOPs, are evaluated with the image size set to
64×64, the upsampling factor at 4, and using the FastMRI
dataset. For SwinIR, expanding the window size can im-
prove the performance of the network, but it also increases
computational complexity. In contrast, PLWformer em-
ploys permutation operations to transfer some spatial infor-
mation to the channel dimension. Therefore, even with an
expanded window size, the computational complexity does
not increase significantly. When the window size is 16×16,
the FLOPs required for PLWformer are smaller than those
for SwinIR.

Furthermore, we observe that when the window size is
the same, the performance of PLWformer is slightly lower
than SwinIR, due to the reduction of tokens K and V in
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Figure 2. Qualitative visual comparison of various methods on the FastMRI dataset (4×).
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Figure 3. Qualitative visual comparison of various methods on the clinical brain dataset (4×).

PLWformer, which leads to the loss of a small portion of
the structural information of the image. However, PLW-
former effectively reduces the computational burden, so a
slight performance reduction is acceptable.

4. More Visual Comparisons

In this section, we present more visual qualitative compar-
isons. Figures 2, 3, 4, and 5 show the reconstruction results

of each method in FastMRI, clinical brain, clinical tumor,
and clinical pelvic, respectively. As can be seen, although
DisC-Diff can reconstruct MR images with high-frequency
information, it fails to preserve the structure and content of
the original Target HR image effectively, resulting in image
distortion. In contrast, our proposed DiffMSR can restore
high-frequency information while preserving the structure
of the original HR image, indicating the effectiveness of the
joint use of DM and PLWformer.
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Figure 4. Qualitative visual comparison of various methods on the clinical tumor dataset (4×).
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Figure 5. Qualitative visual comparison of various methods on the clinical pelvic dataset (4×).

Besides, our proposed method can be modified to the
Single-Contrast Super-Resolution (SCSR) method by re-
moving the cross-attention Transformer layer. The visual
qualitative results are shown in Figure 6. As can be seen,
our method outperforms other DM-based SCSR methods in
the SCSR task.
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