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For a comprehensive evaluation and demonstration of
our method, please refer to our supplementary video. This
document includes the following contents:
1. Background.
2. Technical details.
3. Geometry of stylized radiance fields.
4. User study.
5. More results.
6. Limitation discussion.

A. Background
Neural radiance fields. Neural radiance fields [5] are an
implicit representation that maps a spatial location x =
(x, y, z) and viewing direction d = (θ, ϕ) to its correspond-
ing emitted color c and volume density σ:

FΘ : (x,d) → (c, σ),

where FΘ is usually implemented with multilayer percep-
trons (MLPs). The color Ĉ of a camera ray r = o+ td with
near and far bounds tn and tf is given by:

Ĉ(r) =

∫ tf

tn

T (t)σ(r(t)) c(r(t),d) dt,

where T (t) = exp

(
−
∫ t

tn

σ(r(s)) ds

)
.

(1)

During the training phase, the neural radiance field is opti-
mized by minimizing the difference between the predicted
pixel colors Ĉ(r) and the ground truth pixel colors C(r):

L =
∑
r∈R

∥∥∥Ĉ(r)− C(r)
∥∥∥2
2
. (2)

4D scene representation. A straightforward approach to
representing dynamic 3D scenes is to condition the neural
radiance fields on the timestamps [8, 9]. Nevertheless, em-
pirical observations suggest that this design often struggles
to effectively capture complex dynamic 3D scenes. Inspired
by TensoRF [2], recent methods [1, 4, 6] propose to utilize
4D volume factorization to represent dynamic 3D scenes. In
particular, if we denote XY Z, T , and F as the spatial res-
olution, temporal resolution, and feature size, HexPlane [1]
represents a 4D feature volume D ∈ RXY ZTF as:

D =

R1∑
r=1

MXY
r ◦MXY

r ◦ v1
r +

R2∑
r=1

MXZ
r ◦MY T

r ◦ v2
r

(3)

+

R3∑
r=1

MY Z
r ◦MXT

r ◦ v3
r ,

where ◦ is outer product and each MAB
r is a learned plane

of features. For a 3D point at time t, its density and appear-
ance feature can be quired from HexPlane using bilinear
interpolations and vector-matrix product. The final color is
then predicted through a tiny MLP that takes the appearance
features and view direction as input. To train HexPlane, a
combination of photometric loss and regularization terms,
including Total Variational (TV) loss, are employed:

L =
∑

r∈R,t∈M

∥∥∥Ĉ(r, t)− C(r, t)
∥∥∥2
2
+ λregLreg, (4)

where R is the set of all training rays and M is the time
frame set.

B. Technical Details
To the best of our knowledge, we are the first to tackle
the task of stylizing neural radiance fields for dynamic 3D
scenes with a stylized 2D view as a reference. We com-
pare our method with three representative stylization meth-
ods. In this section, we provide a detailed description of the
adaptations we make to these methods.
ARF*. ARF [10] is an arbitrary style transfer method for
static 3D scenes. To ensure a fair comparison, we reim-
plement ARF and make adjustments to cater to dynamic
scenes. This modified version is denoted as ARF*. Specif-
ically, we replace Plenoxels [3] with a recently-proposed
HexPlane [1] for its fast reconstruction and rendering speed
of dynamic scenes. Notably, due to the inherent capability
of the HexPlane representation to share information across
different timesteps, the nearest neighbor feature matching
loss can implicitly transfer style information not only across
spatial dimensions but also across time dimensions to the
entire scene.
Ref-NPR*. Ref-NPR [11] is a reference-based 3D styl-
ization method with the ability to produce stylized novel
views while preserving both geometric and semantic con-
sistency given a stylized reference. Similarly, since it was
initially designed for static 3D scenes, we also reimplement
it and adapt it to dynamic scenes, which we denote as Ref-
NPR*. Specifically, we substitute Plenoxels [3] with the
more recently introduced HexPlane [1], chosen for its su-
perior capabilities in reconstructing and rendering dynamic
scenes. Following the insights from Ref-NPR [11], subse-
quent steps involve a reference-based ray registration pro-
cess and a template-based feature matching scheme. These
modules are employed to propagate style information across
the scenes. The HexPlane representation, by inherently
sharing information across timesteps, facilitates the implicit
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transfer of style information to the entire scene during the
aforementioned operations.
Video stylization method. We also include Texler et al. [7],
a reference-based video stylization method that can propa-
gate the stylized content from a stylized reference to the rest
of the video sequence. We follow the official code1 released
on GitHub to synthesize stylized videos.

C. Geometry of Stylized Radiance Fields
As shown in Fig. C.1, we do not optimize density compo-
nents, thereby ensuring that no alterations are made to the
geometry.

Figure C.1. Stylized novel views and their corresponding
depths.

D. User Study
To evaluate the performance of our method, we organize
a user study involving 56 participants with diverse back-
grounds and expertise in the field. The study is conducted
using an online website designed specifically for this pur-
pose. A screenshot of the website interface is shown in
Fig. D.2. Note that our user study is completely anony-
mous, and no personally identifiable data is collected from
the participants. During the study, each participant is pre-
sented with a reference image, its stylized version, and two
stylized videos: one generated by our method and the other
from a randomly selected approach, with the order random-
ized. They are asked to click the better one that maintains
semantic consistency with the provided stylized reference
image, without noticeable flickering or artifacts, or none if
it is hard to judge.

E. More Results
In this section, we present additional visual results in
Fig. E.3, Fig. E.4, Fig. E.5, Fig. E.6, and Fig. E.7. One
can observe that our method is capable of outputting visu-
ally pleasing stylized novel views and times while maintain-
ing semantic consistency with the provided reference image
across both spatial and temporal dimensions.

F. Limitation Discussion
Our method, S-DyRF, is a reference-based spatio-temporal
stylization method for dynamic neural radiance fields, ca-
pable of outputting visually pleasing stylized novel views

1https://github.com/OndrejTexler/Few-Shot-Patch-Based-Training

and times while maintaining semantic consistency with the
provided reference image across both spatial and temporal
dimensions. While our method can effectively transfer style
information from the reference to the entire dynamic 3D
scene, it faces challenges when flickering is present within
the temporal pseudo-references, consequently resulting in
subtle flickering in the rendered videos of our stylized ra-
diance fields. Moreover, its performance may be compro-
mised in the absence of meaningful semantic correspon-
dence in the reference view.
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Figure E.3. Additional space-time view synthesis results from the Plenoptic Video dataset.
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Figure E.4. Additional space-time view synthesis results from the Plenoptic Video dataset.
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Figure E.5. Additional space-time view synthesis results from the Plenoptic Video dataset.
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Figure E.6. Additional space-time view synthesis results from the D-NeRF dataset.
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Figure E.7. Additional space-time view synthesis results from the D-NeRF dataset.
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