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Figure 1. Overview of 22 evaluation dimensions in SEED-Bench
capability L1. The number in the bar denotes the number of
multiple-choice questions in each dimension.

1. Evaluation Dimension
To thoroughly evaluate the diverse capabilities of MLLMs,
SEED-Bench incorporates 27 assessment dimensions,
encompassing Single-Image & Text Comprehension,
Multiple-Images & Text Comprehension, Video & Text
Comprehension, Interleaved Image & Text Comprehension,
Image Generation, and Image & Text Generation. The
dimensions within Single-Image & Text Comprehension,
Multiple-Images & Text Comprehension, and Video & Text
Comprehension are visually represented in Fig. 1.
Single-Image & Text Comprehension. The evaluation of
single-image comprehension encompasses 16 dimensions,
addressing global/object-level, recognition/reasoning, and
various specialized domains.
• Scene Understanding: This dimension emphasizes global

information in an image and necessitates a holistic under-
standing to answer questions about the overall scene.

• Instance Identity: This dimension involves identifying
specific instances in an image, including the existence or
category of particular objects, and evaluating a model’s
object recognition capabilities.

• Instance Attribute: This dimension pertains to an in-
stance’s attributes, such as color, shape, or material, as-
sessing a model’s understanding of an object’s visual ap-
pearance.

• Instance Location: This dimension concerns the absolute
position of a specified instance, requiring a model to ac-
curately localize the object referred to in the question.

• Instance Counting: This dimension necessitates that the
model counts the number of specific objects in the image,
understanding all objects and successfully counting the
referred object’s instances.

• Spatial Relation: This dimension requires a model to
ground two mentioned objects and recognize their rela-
tive spatial relation within the image.

• Instance Interaction: This dimension involves recogniz-
ing the state relation or interaction relations between two
humans or objects.

• Visual Reasoning: This dimension evaluates a model’s
ability to reason based on visual information, necessitat-
ing a comprehensive understanding of the image and the
application of commonsense knowledge to answer ques-
tions correctly.

• Text Recognition: In this dimension, the model should
answer questions about textual elements in the image.

• Celebrity Recognition: This dimension focuses on iden-
tifying well-known public figures in images, evaluating
a model’s ability to recognize celebrity faces and names,
and understand their relevance in the given context.

• Landmark Recognition: In this dimension, the model is
required to recognize and identify famous landmarks or
locations in the image, understanding visual features and
contextual information associated with these landmarks.

• Chart Understanding: This dimension requires the model
to interpret and extract information from various chart
types, such as line graphs, evaluating its ability to under-
stand visual data representations and derive meaningful
insights.

• Visual Referring Expression: In this dimension, the
model is required to answer relevant questions based on
the visual content of the image, assessing its ability to
understand the scene and engage in meaningful visual di-
alogue.

• Science Knowledge: This dimension evaluates a model’s
ability to integrate multiple knowledge sources and apply
commonsense reasoning to answer image-related ques-
tions, requiring an understanding of context, background
information, and relationships between objects and events
in the scene.

• Emotion Recognition: This dimension focuses on rec-
ognizing and interpreting emotions expressed by human
faces in images, evaluating the model’s ability to under-
stand facial expressions and associate them with corre-
sponding emotional states.



Instance Interaction

What’s the relation between a player and a referee?

A. The player is shaking hands with a referee

B. The player is arguing with a referee

C. The player is receiving an award from a referee

D. The player is shown a card by a referee

Text Recognition

What is the main warning on the sign?

A. Do not enter

B. Dead end road

C. Beware of bears

D. Trail closed

Visual Reasoning

What can we infer about the situation?

A. They are admiring the engine

B. They are experiencing car trouble

C. They are having a picnic

D. They are washing the car

How many people are at the event?

A. 1

B. 2

C. 4

D. 3

Instance Counting

Where is the tree in relation to the house?

A. In front of the house

B. Behind the house

C. Inside the house

D. Left to the house

Spatial Relation

Where is the dog located in the living room?

A. On the fireplace

B. On the table

C. On the chair

D. On the rug

Instance Location

Instance Identity

What kind of animal is visible in the image?

A. Horse

B. Cow

C. Sheep

D. Goat

Scene Understanding

What is the weather like in the image?

A. It's a sunny day.

B. It's foggy.

C. It's raining heavily.

D. It's a cloudy day.

What is the material of the table?

A. Marble

B. Wood

C. Glass

D. Plastic

Instance Attribute

Who is the person inside the red bounding box?

A. Leonardo DiCaprio

B. Matthew McConaughey

C. Brad Pitt

D. Tom Cruise

Celebrity Recognition

What is the name of the landmark in the picture?

A. Roshanara Bagn

B. ETH Zurich

C. Castello di Melfi

D. Botanicactus (Mallorca)

Landmark Recognition

What is the name of the colony shown?

A. Rhode Island

B. New York

C. Delaware

D. Virginia

Science Knowledge

Identify emotions of people from their faces.

A. Happy

B. Disgust

C. Angry

D. Neutral

Emotion Recognition

What is the area of the square in the picture?

A. 30

B. 40

C. 50

D. 60

Visual Mathematics

In which year was the payments made towards primary income maximum?

A. 2008

B. 2009

C. 2010

D. 2011

Chart Understanding

Why is object2 laying on its side, overturned?

A. Someone has been in and shoved everything all about the place.

B. The plant stand was knocked over during a fight.

C. object1 was just punched in the gut by person1.

D. object2 was just fired.

Visual Referring Prompting

Figure 2. Data samples from a subset of evaluation dimensions in part-1 with single image as input, which encompasses capability L1 in
SEED-Bench.

• Visual Mathematics: In this dimension, the model is re-
quired to solve mathematical problems or equations based
on the visual content of the image, assessing its ability to
understand and apply mathematical concepts and opera-
tions to real-world scenarios.

Multiple-Images & Text Comprehension. The evalua-
tion of multiple-images comprehension comprises 2 dimen-
sions: difference spotting and meme comprehension. These
dimensions assess an MLLM’s ability to extract information
and discern differences from multiple images.
• Difference Spotting: In this dimension, the model is re-

quired to identify differences between two images, as-
sessing its ability to recognize subtle variations in visual
elements and understand the significance of these differ-
ences.

• Meme Comprehension: This dimension requires the
model to comprehend and interpret internet memes,
which often involve humor, sarcasm, or cultural refer-
ences. It evaluates the model’s ability to recognize visual
and textual meme elements and understand their intended
meaning and context.

Video & Text Comprehension. For the evaluation of
video comprehension, we propose 4 dimensions to assess
an MLLM’s ability to extract fine-grained information, tem-
poral relationships, and reasoning through video content.
• Global Video Understanding: In this dimension, the

model is required to answer questions from different as-
pects of a video’s content, involving the understanding of
key events, actions, and objects in the video, as well as
recognizing their importance and relevance in the overall



Default Instruction: 
"You are an AI visual assistant that can analyze a single image. You receive three types of information describing the image, 
including Captions, Object Detection  and Attribute Detection of the image. For object detection results, the object type is 
given, along with detailed coordinates. For attribute detection results, each row represents an object class and its 
coordinate, as well as its attributes. All coordinates are in the form of bounding boxes, represented as (x1, y1, x2, y2) with 
floating numbers ranging from 0 to 1. These values correspond to the top left x, top left y, bottom right x, and bottom right y.
Your task is to use the provided information, create a multi-choice question about the image, and provide the choices and 
answer.
Instead of directly mentioning the bounding box coordinates, utilize this data to explain the scene using natural language. 
Include details like object counts, position of the objects, relative position between the objects.
When using the information from the caption and coordinates, directly explain the scene, and do not mention that the 
information source is the caption or the bounding box.  Always answer as if you are directly looking at the image.
Create several questions, each with 4 choices. Make the question challenging by not including the visual content details in 
the question so that the user needs to reason about that first. Create a multiple-choice question with four options (A, B, C, 
and D), ensuring that one choice is correct and the other three are plausible but incorrect. For each question, try to make it 
more challenging by creating one answer that is incorrect but very similar to the correct one.
Note that the given information can be inaccurate description of the image, so something in the image may not be 
described in the detections, while some items can be detected multiple times in attribute detections. Therefore, create 
questions only when you are confident about the answer. Don't explain your choice."

Scene Understanding Instruction: 
"Create complex questions about the major content of the image. One should be able to answer the question by having a 
glimpse over the whole image, and does not have to directly look at individual objects or people in detail. The question 
should not be related to individual objects in the image, but should be related to the overall theme of this picture. "
Instance Identity Instruction: 
"Create complex questions about the identity of objects appeared in the image, such as its type/class or its existence. For 
example, you may ask "What an object is?" or "Does some object appear in the image?". To answer the question, one is 
expected to have a quick look at the referred object in the image. ”
Instance Attribute Instruction: 
"Create complex questions about the attribute of a certain object, such as its color, shape or fine-grained type. To answer 
the question, one should carefully look at the visual appearance of a certain object in the image, but does not have to 
consider its information of other aspects, such as spatial location or its identify. "
Instance Location Instruction: 
"Create complex questions about the location of a certain object in the image. The question should be created based on the 
coordinates of the objects. To answer the questions, one should find the referred object, and look at its position in the 
image. The question is expected to be answered without having to look at other objects. "
Instance Counting Instruction: 
"Create questions that involve the number of appearance of a certain object. Start with "How many ....". The choices of the 
question should be numbers. To answer the question, one should find and count all of the mentioned objects in the image. "
Spatial Relation Instruction: 
"Create questions about spatial relations between two objects. The questions should be mainly based on the coordinates of 
the two objects. To answer the questions, one should find the two mentioned objects, and find their relative spatial relation 
to answer the question. "
Instance Interaction Instruction: 
"Create questions about the relations and connections between two objects, such as "What a person is doing to an object" 
and "What is the relation between two objects". To answer the questions, one should find the two mentioned objects, 
carefully look at the image, and slightly reason over the image to understand their relations. "
Visual Reasoning Instruction: 
"Create complex questions beyond describing the scene. To answer such questions, one should first understanding the 
visual content, then based on the background knowledge or reasoning, either explain why the things are happening that 
way, or provide guides and help to user's request.  Make the question challenging by not including the visual content details 
in the question so that the user needs to reason about that first. "
Text Recognition Instruction: 
"Create questions that is related to the texts in the image. Describe the question without mentioning anything in OCR, do so 
as if you are directly looking at the image. "

Figure 3. Prompts of generating multiple-choice questions for different evaluation dimensions.



Rank Model Accuracy(%)

🥇 InternLM-Xcomposer-VL 74.8

🥈 LLaVA-1.5 63.7

🥉 Kosmos-2 63.4

4 Emu 59.0

5 InstructBLIP 58.9
(1) Scene Understanding

Rank Model Accuracy(%)

🥇 InternLM-Xcomposer-VL 70.5

🥈 LLaVA-1.5 62.4

🥉 Kosmos-2 57.1

4 Emu 50.0

5 InstructBLIP 49.7
(2) Instance Identity

Rank Model Accuracy(%)

🥇 InternLM-Xcomposer-VL 67.6

🥈 LLaVA-1.5 66.7

🥉 InstructBLIP 61.7

4 Kosmos-2 58.5

5 Qwen-VL-Chat 54.8
(3) Instance Attribute

Rank Model Accuracy(%)

🥇 InternLM-Xcomposer-VL 60.5

🥈 LLaVA-1.5 51.3

🥉 Qwen-VL-Chat 46.9

4 Kosmos-2 44.0

5 BLIP-2 39.1
(4) Instance Location

Rank Model Accuracy(%)

🥇 LLaVA-1.5 60.2

🥈 InstructBLIP 58.1

🥉 InstructBLIP Vicuna 56.5

4 InternLM-Xcomposer-VL 55.3

5 Qwen-VL-Chat 54.2
(5) Instance Counting

Rank Model Accuracy(%)

🥇 InternLM-Xcomposer-VL 53.4

🥈 Qwen-VL-Chat 40.3

🥉 LLaVA-1.5 38.5

4 Kosmos-2 37.9

5 BLIP-2 36.2
(6) Spatial Relation

Rank Model Accuracy(%)

🥇 InternLM-Xcomposer-VL 76.3

🥈 Kosmos-2 55.7

🥉 Qwen-VL-Chat 55.7

4 Emu 49.5

5 BLIP-2 48.5
(7) Instance Interaction

Rank Model Accuracy(%)

🥇 InternLM-Xcomposer-VL 76.1

🥈 Kosmos-2 60.7

🥉 LLaVA1.5 59.8

4 Emu 58.3

5 MiniGPT-4 57.1
(8) Visual Reasoning

Rank Model Accuracy(%)

🥇 LLaVA-1.5 69.0

🥈 Kosmos-2 68.1

🥉 Emu 61.4

4 InstructBLIP 61.4

5 InternLM-Xcomposer-VL 61.4
(9) Text Recognition

Rank Model Accuracy(%)

🥇 InternLM-Xcomposer-VL 86.1

🥈 Kosmos-2 82.1

🥉 mPLUG-Owl 70.9

4 Emu 68.8

5 Qwen-VL-Chat 62.4
(10) Celebrity Recognition

Rank Model Accuracy(%)

🥇 InternLM-Xcomposer-VL 78.0

🥈 Emu 61.6

🥉 Qwen-VL-Chat 55.6

4 Otter 53.0

5 IDEFICS-9B-Instruct 52.8
(11) Landmark Recognition

Rank Model Accuracy(%)

🥇 LLaVA 30.3

🥈 VPGTrans 30.1

🥉 InstructBLIP Vicuna 27.9

4 InternLM-Xcomposer-VL 27.2

5 InstructBLIP 26.4
(12) Chart Understanding

Rank Model Accuracy(%)

🥇 InternLM-Xcomposer-VL 60.3

🥈 Kosmos-2 48.2

🥉 LLaVA-1.5 45.7

🥉 Emu 45.7

5 mPLUG-Owl 44.2
(13) Visual Referring Expression

Rank Model Accuracy(%)

🥇 InternLM-Xcomposer-VL 84.8

🥈 LLaVA-1.5 56.7

🥉 BLIP-2 52.4

4 InstructBLIP 47.7

5 mPLUG-Owl 44.0
(14) Science Knowledge

Rank Model Accuracy(%)

🥇 InternLM-Xcomposer-VL 68.9

🥈 LLaMA-Adapter V2 39.7

🥉 Otter 37.3

4 InstructBLIP 34.5

5 VideoChat 34.33
(15) Emotion Recognition

Rank Model Accuracy(%)

🥇 Qwen-VL-Chat 28.8

🥈 Kosmos-2 28.0

🥉 MultiModal-GPT 27.3

🥉 OpenFlamingo 27.3

🥉 VPGTrans 27.3
(16) Visual Mathematics

Rank Model Accuracy(%)

🥇 IDEFICS-9B-Instruct 56.5

🥈 InternLM-Xcomposer-VL 47.7

🥉 Video-ChatGPT 46.1

4 GVT 41.5

5 MultiModal-GPT 40.1
(17) Difference Spotting

Rank Model Accuracy(%)

🥇 Video-ChatGPT 61.4

🥈 GVT 59.2

🥉 InternLM-Xcomposer-VL 56.6

4 MultiModal-GPT 56.5

5 InstructBLIP Vicuna 55.4
(18) Meme Comprehension

Rank Model Accuracy(%)

🥇 InternLM-Xcomposer-VL 58.6

🥈 Kosmos-2 48.5

🥉 LLaVA1.5 46.7

4 LLaVA 46.1

5 IDEFICS-9B-Instruct 44.1
(19) Global Video Understanding

Rank Model Accuracy(%)

🥇 InternLM-Xcomposer-VL 49.9

🥈 Qwen-VL-Chat 42.8

🥉 Emu 42.7

4 Kosmos-2 40.8

5 LLaVA-1.5 39.4
(20) Action Recognition

Rank Model Accuracy(%)

🥇 InstructBLIP 40.5

🥈 Kosmos-2 39.5

🥉 Emu 37.9

4 InternLM-Xcomposer-VL 37.6

5 BLIP-2 36.2
(21) Action Prediction

Rank Model Accuracy(%)

🥇 VPGTrans 33.5

🥈 Kosmos-2 30.0

🥉 MiniGPT-4 28.6

4 LLaVA1.5 28.1

5 VideoChat 27.4
(22) Procedure Understanding

Rank Model Accuracy(%)

🥇 Emu 51.7

🥈 NExt-GPT 46.7

🥉 MiniGPT-4 45.8

🥉 IDEFICS-9B-Instruct 45.8

5 Otter 42.5
(23) In-Context Captioning

Rank Model Accuracy(%)

🥇 InternLM-Xcomposer-VL 36.7

🥈 IDEIFCS-9B-Instruct 34.7

🥈 GVT 34.7

🥈 InstructBLIP 34.7

5 OpenFlamingo 32.7
(24) Interleaved Image-Text Analysis

Rank Model Accuracy(%)

🥇 Emu 46.8

🥈 NExt-GPT 45.1
(25) Text-to-Image Generation

Rank Model Accuracy(%)

🥇 Emu 43.2

🥈 NExt-GPT 19.8
(26) Next Image Prediction

Rank Model Accuracy(%)

🥇 NExt-GPT 36.7

🥈 Emu 34.2
(27) Text-Image Generation

Figure 4. Each task leaderboard of SEED-Bench.

context of the video.
• Action Recognition: This dimension requires the model

to recognize actions shown in videos, evaluating its abil-
ity to capture temporal dynamics, physical motions, hu-
man actions, and dynamic interactions between objects.

• Action Prediction: This dimension aims to predict future
actions through preceding video segments, requiring an
understanding of contextual information from videos and
temporal reasoning.

• Procedure Understanding: This dimension necessitates
that the model captures key actions and performs tempo-
ral ordering on them, evaluating its ability for temporally

fine-grained understanding and procedure reasoning.

Interleaved Image & Text Comprehension. For the eval-
uation of interleaved image-text data comprehension, we in-
troduce 2 dimensions: in-context captioning and interleaved
image-text analysis. These dimensions assess an MLLM’s
ability to extract information from arbitrary image-text data.
• In-Context Captioning: This dimension highlights a

model’s ability to learn and adapt its understanding based
on the provided image context. It assesses the model’s ca-
pacity to integrate new information, identify patterns, and
generate predictions for the target image.

• Interleaved Image-Text Analysis: In this dimension, the



Rank Model Accuracy(%)

🥇 InternLM-Xcomposer-VL 64.2

🥈 LLaVA-1.5 50.8

🥉 Kosmos-2 49.5

4 Qwen-VL-Chat 46.0

5 InstructBLIP 45.5
(1) Single-Image & Text Comprehension

Rank Model Accuracy(%)

🥇 Video-ChatGPT 53.8

🥈 IDEFICS-9B-Instruct 52.5

🥉 InternLM-Xcomposer-VL 52.2

4 GVT 50.4

5 MultiModal-GPT 48.3
(2) Multi-Image & Text Comprehension

Rank Model Accuracy(%)

🥇 InternLM-Xcomposer-VL 42.8

🥈 Kosmos-2 39.7

🥉 Emu 36.1

4 LLaVA-1.5 35.7

5 InstructBLIP 35.7
(3) Video & Text Comprehension

Rank Model Accuracy(%)

🥇 Emu 41.1

🥈 IDEFICS-9B-Instruct 40.3

🥉 GVT 38.6

4 Otter 36.6

5 InstructBLIP 35.7
(4) Interleaved Image & Text Comprehension

Rank Model Accuracy(%)

🥇 Emu 45.0

🥈 NExt-GPT 32.4
(5) Image Generation

Rank Model Accuracy(%)

🥇 NExt-GPT 36.7

🥈 Emu 34.2
(6) Image & Text Generation

Figure 5. Subgroup task leaderboard of SEED-Bench.

model is required to process and understand data pre-
sented in an interleaved or mixed format, such as images
combined with text. It assesses the model’s ability to in-
tegrate multiple information modalities and derive mean-
ingful insights from the combined data.

Image Generation. To evaluate an MLLM’s ability in im-
age generation, we introduce two tasks: text-to-image gen-
eration and next image prediction. These tasks assess the
MLLM’s generation ability from text and multiple images.

• Text-to-Image Generation: This dimension evaluates a
model’s ability to generate realistic and visually coherent
images based on a given prompt. It requires the model to
understand visual elements, relationships, and composi-
tion rules necessary for creating a plausible image.

• Next Image Prediction: In this dimension, the model is
required to generate images that depict specific actions or
events, such as a person running or a car driving. It as-
sesses the model’s ability to understand action dynamics
and accurately represent them in a static visual format.

Image & Text Generation. To evaluate an MLLM’s com-
prehensive ability in generation, we introduce the text-
image creation task, which involves providing a question
and requiring the MLLM to generate a corresponding im-
age and text as a description.
• Text-Image Creation: This dimension focuses on a

model’s ability to generate images with text. It evaluates
the model’s capacity to produce accurate text and visual
content.

2. Data Source

To create a benchmark with various evaluation dimensions,
we need to collect data containing images with abundant
visual information and videos with rich temporal dynamics,
enabling us to construct diverse and challenging multiple-
choice questions.

For dimensions 1-9, we utilize the CC3M [36] dataset
with filtered samples to build questions for spatial under-
standing. Specifically, considering the noisy original cap-
tions of CC3M, we generate captions for each image with
Tag2Text [13]. We filter out images with no more than 5
nouns in their captions to ensure information richness in
the remaining images for constructing questions. For lim-
ited data on text recognition, we use data from IC03 [27],
IC13 [14], IIIT5k [31], and SVT [41] datasets to enlarge
this dimension.

For the celebrity recognition dimension, we use celebrity
data from MME [8] and MMBench [25] to conduct this di-
mension. As celebrity recognition comprises 4-choice ques-
tions in MMBench and T/F questions in MME, we use GPT-
4 to generate confusing options for MME data to construct
4-choice questions.

For the landmark recognition dimension, we use the
Google landmark dataset v2 [42] train set as the data source
and generate selections by randomly selecting other land-
mark names.

For the chart understanding dimension, we use the
plotQA [30] test set and generate selections using GPT-4
by inputting corresponding image captions.

For the visual referring expression dimension, we use
the VCR [46] valid dataset as the data source, and we use
four methods to indicate the object in the picture: drawing a



bounding box, drawing a circle, drawing a mask, and draw-
ing an arrow.

For science knowledge, we use the scienceQA [26] test
set, which contains image data for each question as the data
source.

For emotion recognition, we use the fer2013 [5] test
dataset as the image source and use the 6 emotions in the
dataset as selections.

For visual mathematics, we use the math part of the
MME [8] dataset and generate some questions by humans.

For difference spotting, we use the SD part of the
MIMICIT [18] dataset as the image source and generate se-
lections using GPT-4.

For meme comprehension, we generate questions by hu-
mans.

For global video understanding, we select the Cha-
rades [37] test dataset as the video source, as the videos in
the dataset contain rich information. For each video, we use
tag2text [13] to generate each second caption and grit [43]
to generate each 5-second dense caption containing each
object’s location. We then use GPT-4 to integrate captions
and generate corresponding questions based on these cap-
tions. After generation, we use GPT-4 to filter out questions
that can be answered using only a single frame.

For action recognition, and action prediction, we adopt
Something-Something-v2 (SSV2)[11], and Epic-kitchen
100 [4] datasets to build questions and let human anno-
tators filter the questions. SSV2 is an action recognition
dataset that includes 174 fine-grained categories of basic ac-
tions with everyday objects, and we adopt 1509 videos from
its validation set. We also select 138 long videos from the
Epic-kitchen 100 dataset with temporally annotated action
labels. Moreover, videos and fine-grained action segmen-
tation annotations in the Breakfast dataset [16] are utilized
for the procedure understanding task.

For in-context captioning, we use the ground-truth cap-
tions generated by the instance attribute dimension and in-
stance counting dimension to formulate questions and cor-
rect options. We then use captions from other dimensions
to create distractors. For each caption in the instance at-
tribute, we employ GPT-4 to classify and ensure that the
same properties are described for different objects across
various images.

For interleaved image-text analysis data, we generate
questions by humans.

For text-to-image generation, we firstly use GPT-4 to
modify the target categories or attributes in the prompt of
CC-500 [7] dataset and ABC-6k [7] dataset and form a four-
choice question. We then use Stable-Diffusion-XL [35] to
generate each prompt and let human annotators to filter un-
qualified data.

For the next image prediction dimension, we use Epic-
kitchen 100 [4] dataset and start-end frame in action predic-

Part 1 Model Accuracy(%)

🥇 InternLM-Xcomposer-VL 59.2

🥈 LLaVA-1.5 47.3

🥉 Kosmos-2 46.3

4 Qwen-VL 43.1

5 Emu 42.5

Part 2 Model Accuracy(%)

🥇 Emu 41.1

🥈 IDEFICS-9B-Instruct 40.3

🥉 GVT 38.6

4 Otter 36.6

5 InstructBLIP 35.7

Part 3 Model Accuracy(%)

🥇 Emu 41.4

🥈 NExt-GPT 33.9

Figure 6. Part leaderboard of SEED-Bench.

tion dimension to form this dimension.
For text-image creation, we generate questions by hu-

mans.

3. Automatic Pipeline

In this section, we provide a detailed discussion of the au-
tomatic pipeline for constructing multiple-choice questions
for dimensions 1-9.
Visual Information Extraction. For constructing ques-
tions related to spatial understanding, we interpret the rich
information in each image with texts using multiple pre-
trained models, so that ChatGPT/GPT-4 can understand the
image and create questions accordingly. The extraction of
visual information for images includes the following parts:

• Image Captions. Image captions contain the overall
description of an image. We employ BLIP2 [20] and
Tag2Text [13] to create captions for each image. The for-
mer creates captions for the whole image while the latter
generates captions based on descriptions of each instance.
The two models complement each other to depict the im-
age content within a single sentence.

• Instance Descriptions. Besides captions which may ig-
nore specific details in the image, we also extract vi-
sual information from images using instance-level de-
scriptions, including object detection, attribute detection,
and dense captions. Specifically, we use SAM [15] to seg-
ment each instance in the image and obtain their bound-
ing boxes according to the segmentation results. The ob-
ject labels are obtained using Tag2Text [13]. Besides,



Table 1. Evaluation results of various MLLMs in ’Single-Image & Text Comprehension’ part of SEED-Bench. The best (second best) is
in bold (underline). The corresponding brackets for each task indicate the number of associated questions.

Model Language Model
Scene

Understanding
(3138)

Instance
Identity
(1831)

Instance
Attribute
(4649)

Instance
Location

(978)

Instance
Counting

(2447)

Spatial
Relation

(657)

Instance
Interaction

(97)

Visual
Reasoning

(331)

Text
Recognition

(435)

Celebrity
Recognition

(330)

Landmark
Recognition

(500)

Chart
Understanding

(501)

Visual
Referring

Expression
(199)

Science
Knowledge

(277)

Emotion
Recognition

(501)

Visual
Mathematics

(132)

BLIP-2 [21] Flan-T5-XL 58.5 48.6 49.0 39.1 43.4 36.2 48.5 52.9 60.7 51.8 51.4 19.2 43.2 52.4 29.3 22.0
InstructBLIP [3] Flan-T5-XL 58.9 49.7 61.7 35.1 58.1 34.9 47.4 55.9 61.4 48.5 45.4 26.4 41.7 47.7 34.5 21.2

InstructBLIP Vicuna [3] Vicuna-7B 53.6 43.9 49.0 37.8 56.5 35.8 43.3 56.2 57.2 60.3 44.4 27.9 39.2 39.4 23.0 26.5
LLaVA [24] LLaMA-7B 53.8 47.5 38.3 34.2 42.0 34.7 40.2 52.9 46.4 51.8 45.6 30.3 40.2 37.6 34.3 20.5

MiniGPT-4 [50] Vicuna-7B 56.3 49.2 45.8 37.9 45.3 32.6 47.4 57.1 41.8 55.2 45.2 20.2 41.2 43.3 24.2 25.0
VPGTrans [47] LLaMA-7B 46.9 38.6 33.6 35.6 27.5 34.4 33.0 50.8 47.6 52.4 38.2 30.1 34.7 36.1 31.5 27.3

MultiModal-GPT [10] Vicuna-7B 46.9 42.5 32.0 32.3 27.7 29.7 29.9 48.3 35.2 60.9 50.4 24.2 42.2 37.6 32.1 27.3
Otter [19] LLaMA-7B 45.9 39.7 31.9 31.6 26.4 32.0 33.0 49.2 39.3 59.7 53.0 23.6 41.2 36.1 37.3 22.0

OpenFlamingo [32] LLaMA-7B 46.7 42.3 31.7 33.4 27.4 29.8 29.9 47.7 35.6 60.3 49.8 24.2 42.2 39.0 32.1 27.3
LLaMA-Adapter V2 [9] LLaMA-7B 45.2 38.5 29.3 33.0 29.7 35.5 39.2 52.0 48.7 58.5 46.4 24.2 41.2 40.1 39.7 23.5

GVT [40] Vicuna-7B 41.7 35.5 31.8 29.5 36.2 32.0 32.0 51.1 35.2 39.4 36.4 25.0 36.2 31.1 20.6 22.7
mPLUG-Owl [45] LLaMA-7B 49.7 45.3 32.5 36.7 27.3 32.7 44.3 54.7 49.2 70.9 49.6 23.2 44.2 44.0 32.5 23.5

Kosmos-2 [34] Decoder only 1.3B 63.4 57.1 58.5 44.0 41.4 37.9 55.7 60.7 68.1 82.1 51.4 21.2 48.2 43.7 30.7 28.0
Qwen-VL-Chat [1] Qwen-7B 56.5 47.6 54.8 46.9 54.2 40.3 55.7 55.0 47.4 62.4 55.6 25.2 43.7 41.2 20.6 28.8

LLaVA-1.5 [23] Vicuna-7B 63.7 62.4 66.7 51.3 60.2 38.5 47.4 59.8 69.0 60.6 49.8 25.0 45.7 56.7 31.1 24.2
IDEFICS-9B-Instruct [17] LLaMA-7B 48.2 38.2 37.8 32.9 29.0 32.4 37.1 54.1 45.5 52.4 52.8 22.6 42.7 33.2 26.6 21.2

InternLM-Xcomposer-VL [49] InternLM-7B 74.8 70.5 67.6 60.5 55.3 53.4 76.3 76.1 61.4 86.1 78.0 27.2 60.3 84.8 68.9 25.8
VideoChat [22] Vicuna-7B 44.3 40.7 32.2 36.9 32.9 32.6 42.3 51.1 45.8 35.2 46.8 20.6 43.2 39.4 34.3 19.7

Video-ChatGPT [29] LLaMA-7B 44.1 37.0 35.8 30.7 44.2 31.1 29.9 49.9 39.8 49.7 40.6 22.0 33.2 37.2 22.4 25.0
Valley [28] LLaMA-13B 45.3 36.4 33.7 30.6 27.1 31.5 35.1 52.0 35.2 44.9 43.4 23.8 33.2 37.2 26.0 22.7
Emu [38] LLaMA-13B 59.0 50.0 43.7 37.1 44.3 33.6 49.5 58.3 61.4 68.8 61.6 19.0 45.7 41.5 24.2 26.4

NExt-GPT [44] Vicuna-7B 36.4 35.1 25.6 29.9 36.1 30.9 39.2 41.7 31.0 30.9 27.4 21.2 34.2 31.8 24.4 17.4

Table 2. Evaluation results of various MLLMs in ’Multi-Images & Text Comprehension’ part, ’Video & Text Comprehension’ part,
’Interleaved Image & Text Comprehension’ part, ’Image Generation’ part, ’Image & Text Generation’ part of SEED-Bench. The best
(second best) is in bold (underline). The corresponding brackets for each task indicate the number of associated questions.

Model Language Model

part 1 part 2 part 3

Multi-Images &
Text Comprehension

Video &
Text Comprehension

Interleaved Image &
Text Comprehension

Image
Generation

Image & Text
Generation

Difference
Spotting

(501)

Meme
Comprehension

(159)

Global Video
Understanding

(1594)

Action
Recognition

(1509)

Action
Prediction

(1225)

Procedure
Understanding

(1023)

In-Context
Captioning

(120)

Interleaved
Image-Text

Analysis
(49)

Text-to-Image
Generation

(1008)

Next Image
Prediction

(81)

Text-Image
Creation

(79)

BLIP-2 [21] Flan-T5-XL 17.8 38.6 42.5 37.7 36.2 22.9 40.0 30.6 - - -
InstructBLIP [3] Flan-T5-XL 22.8 35.2 41.5 36.1 40.5 24.5 36.7 34.7 - - -

InstructBLIP Vicuna [3] Vicuna-7B 36.5 55.4 40.4 38.6 31.2 15.6 26.7 32.7 - - -
LLaVA [24] LLaMA-7B 27.0 50.0 44.1 36.2 25.1 18.6 40.0 20.4 - - -

MiniGPT-4 [50] Vicuna-7B 19.0 46.7 39.0 38.7 27.4 28.6 45.8 22.5 - - -
VPGTrans [47] LLaMA-7B 24.6 44.0 37.8 38.2 20.9 33.5 19.2 28.6 - - -

MultiModal-GPT [10] Vicuna-7B 40.1 56.5 37.6 38.7 25.3 24.4 39.2 30.6 - - -
Otter [19] LLaMA-7B 27.4 46.7 36.6 37.9 26.0 24.8 42.5 30.6 - - -

OpenFlamingo [32] LLaMA-7B 39.9 54.9 37.6 38.4 25.2 24.1 38.3 32.7 - - -
LLaMA-Adapter V2 [9] LLaMA-7B 29.1 52.2 41.9 38.2 18.8 20.3 - - - - -

GVT [40] Vicuna-7B 41.5 59.2 40.4 29.7 26.3 24.1 42.5 34.7 - - -
mPLUG-Owl [45] LLaMA-7B 33.5 54.9 42.0 37.8 18.3 19.3 29.2 28.6 - - -

Kosmos-2 [34] Decoder only 1.3B 25.2 42.8 48.5 40.8 39.5 30.0 24.2 22.5 - - -
Qwen-VL-Chat [1] Qwen-7B 34.3 47.2 39.7 42.8 29.6 19.1 42.5 28.6 - - -

LLaVA-1.5 [23] Vicuna-7B 35.7 50.3 46.1 39.4 29.4 28.1 39.2 22.5 - - -
IDEFICS-9B-Instruct [17] LLaMA-7B 56.5 48.4 42.7 38.6 23.6 20.5 45.8 34.7 - - -

InternLM-Xcomposer-VL [49] InternLM-7B 47.7 56.6 58.6 49.9 37.6 24.9 27.5 36.7 - - -
VideoChat [22] Vicuna-7B 30.3 51.6 41.5 34.0 30.6 27.4 40.0 30.6 - - -

Video-ChatGPT [29] LLaMA-7B 46.1 61.4 42.6 32.2 27.0 19.0 37.5 24.5 - - -
Valley [28] LLaMA-13B 37.1 52.2 31.5 32.1 21.9 26.5 35.8 28.6 - - -
Emu [38] LLaMA-13B 29.3 37.1 41.9 42.7 37.9 21.8 51.7 30.6 46.8 43.2 34.2

NExt-GPT [44] Vicuna-7B 24.2 39.0 35.5 33.8 25.6 24.5 46.7 24.5 45.1 19.8 36.7

we also utilize attribute detector [48] to obtain the at-
tributes of each instance in the image. Finally, we em-
ploy GRiT [43] to generate dense captions, which de-
scribe each detected instance in the image with a short
sentence. These instance-level descriptions are comple-
mentary to the image captions, further enriching the vi-
sual information of each image.

• Textual Elements. Besides objects, the texts in the im-
age also contain important information describing the im-
age. We employ PaddleOCR [12] for detecting textual
elements.

Question-Answer Generation. After extracting visual in-
formation from the image, we task ChatGPT/GPT-4 with
generating multiple-choice questions based on the extracted
information or video annotations. For each spatial under-

standing evaluation, we carefully design prompts and ask
ChatGPT/GPT-4 to create multiple-choice questions with
four candidate options based on the extracted visual infor-
mation. We create questions with ChatGPT for all evalua-
tion dimensions, except for the reasoning dimension, where
we use GPT-4 [33] due to its exceptional reasoning capa-
bility. For each question, we ask ChatGPT/GPT-4 to cre-
ate four choices with one correct option and three distrac-
tors. We try to make the multiple-choice questions chal-
lenging by encouraging the three wrong choices to be sim-
ilar to the correct one. The detailed prompts for generating
multiple-choice questions for different evaluation dimen-
sions are listed in Fig. 3.

Automatic Filtering. Our benchmark aims to evaluate
the multimodal vision-language understanding capability of



MLLMs. However, we observe that some generated ques-
tions can be correctly answered by LLMs without seeing
the image. We argue that such questions are not helpful to
evaluate the visual comprehension capability of MLLMs.
To this end, we feed the generated questions (without im-
age) into three powerful LLMs, including Vicuna-7B [6],
Flan-T5-XXL [2] and LLaMA-7B [39] and ask them to an-
swer the questions. We empirically found that 5.52% of the
generated questions can be correctly answered by all of the
three LLMs. We filter out these questions from our bench-
mark.
Human Annotation. To ensure the accuracy and objec-
tiveness of SEED-Bench, we further employ human anno-
tators to verify the generated question/answer pairs. Human
annotators are asked to choose the correct answer for each
multiple-choice question and categorize each question into
one of the evaluation dimensions. If one question can not
be answered based on the visual input, does not have any
correct choice, or has multiple correct choices, it will be
discarded by human annotators.

4. Evaluation Results
Detailed evaluation result for 22 models in 27 tasks is pre-
sented in Tab. 1 and Tab. 2. In these tables, the best and
second-best performances for each task are indicated in
bold and underlined, respectively.

Additionally, the leaderboards for each task, sub-part,
and part are displayed in Fig. 4, Fig. 5, and Fig. 6.

5. More Observation
All MLLMs struggle with understanding charts and vi-
sual mathematics. The top-performing MLLMs achieves
only around 30% accuracy, which indicates that the under-
standing capabilities of MLLMs within specialized domains
need enhancement.
MLLMs trained on Interleaved Image-Text data excel
in similar-format questions. Emu, IDEFICS-9B-Instruct
and Otter achieve higher accuracy in part 2, which consists
of multiple-choice questions with interleaved image-text in-
puts. These MLLMs are trained on interleaved image-text
data besides structured image-caption pairs, which demon-
strates the importance of data for MLLM training.
VideoLLMs fail to achieve competitive performance on
temporal understanding. Despite being instruction-tuned
on video data, Video-ChatGPT and Valley underperform in
temporal understanding compared to MLLMs pre-trained
on image data. It indicates that current VideoLLMs have
limited capabilities for fine-grained action recognition and
temporal reasoning.
Compared to ‘Single-Image & Text Comprehension’
and ‘Multiple-Images & Text Comprehension’, MLLMs
still have significant potential for improvement in ‘Video

& Text Comprehension’. Although MLLMs achieve com-
petitive performance in ‘Single-Image & Text Comprehen-
sion’ and ‘Multiple-Images & Text Comprehension’ sub-
part tasks, most MLLMs struggle to accurately answer
questions in ‘Video & Text Comprehension’ sub-part tasks,
particularly in ‘Action Prediction’ and ‘Procedure Under-
standing’.
As input data becomes more complex, MLLMs exhibit
reduced performance. As illustrated in Fig. 5, the perfor-
mance of top MLLMs decreases as the complexity of the
input data increases. This demonstrates that MLLMs still
have significant potential for improvement when processing
complex data constructs.
InternLM-Xcomposer-VL achieves top performance
in 14 out of 24 evaluation dimensions. InternLM-
Xcomposer-VL [49] demonstrates exceptional performance
across 24 dimensions, achieving the top performance in 14
tasks and ranking within the top 5 in 21 tasks, as shown in
Fig. 4.
Emu exhibits outstanding performance across all parts
of SEED-Bench. As depicted in Fig. 6, Emu [38] ranks
within the top 5 for each part and achieves the top position
in parts 2 and 3 of SEED-Bench, demonstrating its versatil-
ity and robustness.
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