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Figure 1. We compare SVDTree with two state-of-the-art diffusion-based single-view reconstruction methods, including One-2-3-45 [1]
and Wonder3D [3]. For each method, we show the front, side, and top views of the reconstruction results from left to right.



1. Comparison to Diffusion-based Single-view
Reconstruction

Recent advances in large 2D diffusion models, which are
pre-trained on Internet-scale image datasets, have signif-
icantly improved the performance of single-image 3D re-
construction to create high-quality textured meshes. For ex-
ample, One-2-3-45 [1] first utilizes a view-conditioned 2D
diffusion model (Zero123 [2]) to generate multi-view im-
ages from the input single image, then produces 3D geome-
try using an SDF-based generalizable neural surface recon-
struction. A recent state-of-the-art method, Wonder3D [3],
also follows this pipeline: they first generate multi-view 2D
images [4], and then generate multi-view consistent normal
maps and their corresponding color images with a cross-
domain diffusion model. By modeling the joint distribution
of two different domains (i.e., normals and colors), they re-
construct high-fidelity textured meshes from a single-view
image.

To compare with these diffusion model based methods,
we conduct experiments using real-world images. We show
the qualitative comparison in Fig. 1 and display the recon-
struction results from different views. Although these meth-
ods have good capabilities to capture the overall shape of a
tree, they only generate closed meshes whose geometries
are rough and full of noise. Also, as they do not take into
account the knowledge of tree development, they lack the
semantic structure information. They can not be used in
downstream applications, such as tree analysis, editing, and
simulation. In comparison, we do not rely on generating
multi-view images; instead, we use the diffusion model to
generate a semantic voxel structure, which is an intuitive but
more efficient approach. Therefore, our method not only
ensures more complete reconstructions but also can better
preserve rich tree details of geometric and semantic infor-
mation. Moreover, it achieves more realistic texturing re-
sults by treating the branchings and the crown separately.

2. Qualitative and Quantitative Analysis

To analyze the robustness of our approach, we first show
the reconstructions of a non-leafy tree and a bush in Fig. 2.
Although our dataset does not contain such data, we still
have a certain capability to handle them. We would like
to extend our datasets to further improve the reconstruction
accuracy of such plants in future work.

To further conduct a quantitative numerical evaluation of
the reconstruction error, we captured multiple images of a
real tree and then used the Multi-View-Stereo (MVS) ap-
proach to obtain the dense point cloud P as an approxi-
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mate ground truth. The reconstruction error is computed as
the average distance from all the points in P to the recon-
structed 3D model. Fig. 3 shows both the qualitative and
quantitative results, as well as the comparison to a SOTA
diffusion-based method.
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Figure 3. Visual and quantitative evaluation wrt. MVS point cloud.
We report reconstruction error and variance. Lower error is better.

3. 3D Illustration of Hybrid Tree Geometry
Reconstruction

In the main paper, we have used a 2D illustration to ex-
plain our hybrid tree geometry reconstruction algorithm. To
better illustrate how visual 3D tree models are constructed
from SVS, we now use a concise 3D real example to show
the process of 3D tree reconstruction. Fig. 4 shows each
step of our approach. Please refer to our main paper for a
detailed explanation of each step.

Figure 4. 3D illustration of reconstructing the skeleton (b-e) and
leaves (f-g).
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