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Section 1 includes two recently proposed large-scale high-
quality benchmarks here for classical image SR evaluation:
LSDIR [6] and HQ-50K [16].
Section 2 specifies the details of our real-world SeD imple-
mentations.
Section 3 provides the network structures of pixel-wise SeD
(U+SeD), image-wise SeD (V+SeD) and CLIP semantic
extractor. Additionally, we demonstrate the quantitative
comparison between ESRGAN [14] and our implemented
“RRDB+V+SeD”.
Section 4 demonstrates the details of different fusion meth-
ods of SeD.
Section 5 presents the ablation studies of introducing se-
mantic guidance into the generator.
Section 6 visualizes more results of classical image SR and
real-world image SR.

1. Evaluation on large-scale benchmarks

With the development of image restoration, researchers
have begun showing interest in larger-scale training and
testing datasets, in addition to deeper model design. This
interest is to align the field with other visual tasks, such as
image recognition and image detection. To demonstrate the
effectiveness of our SeD, we evaluate our methods on two
recently proposed large-scale benchmarks, LSDIR [6] and
HQ-50K [16]. There are 250 available images from LSDIR
and 1250 images from HQ-50K. Different from commonly
used benchmarks (e.g., Set5 [1], Set14 [17], Urban100 [3],
etc.), these testing images encompass a wide range of nat-
ural scenes, along with high resolution and complex tex-
tures. The results are shown in Table. 1. Notice that, we do
not train our model on training datasets of these two bench-
marks. Instead, we directly use weights introduced in the
main paper.

As demonstrated in the table, SeD outperforms in both
objective and subjective metrics, indicating that semantic
guidance is capable of not only better reconstructing simple
textures in commonly used benchmarks [1, 3, 9, 10, 17],
but also effectively handling complex textures in large-scale
evaluation datasets. Qualitative comparisons are given in
Sec. 6.

Table 1. Evaluation results of × 4 classical SR on large-scale
benchmarks. Metrics are LPIPS↓/PSNR↑/SSIM↑.

Datasets LSDIR [6] HQ-50K [16]
ESRGAN [14] 0.138/23.88/0.686 0.176/23.67/0.677
RRDB+LDL [8] 0.118/24.66/0.712 0.171/24.33/0.701
RRDB+SeD 0.116/25.20/0.727 0.157/24.66/0.710

2. Implementation details for real-world image
SR

We perform experiments on real-world image SR. We com-
pare the performance with the original discriminator (i.e.,
without semantics) on three state-of-the-art methods: Real-
ESRGAN [15], LDL [8] and SwinIR [7]. Following them,
we evaluate the performance on several commonly-used
real-world low-resolution datasets, including DPED [4],
OST300 [13] and RealSRSet [19]. The training strategy and
dataset of the three methods are slightly different. To keep
fairness, we follow their original training settings to train
the generator with our SeD, and compare the visual qual-
ity with their original GAN-based results. Furthermore, we
adopt the well-known no-reference metric NIQE [11] for
the quantitative comparison, since the ground-truth images
are not available in the real world.

3. Implementation details of image-wise SeD

We incorporate our proposed semantic-aware discriminator
to a VGG-like discriminator [12], dubbed V+SeD, which is
shown in Fig. 1 (b).

In particular, the Image-wise discriminator has been ex-
plored in a series of GAN-based image SR networks [5, 14],
since it is simple and effective.

The quantitative results are demonstrated in Table 2. Our
V+SeD significantly outperforms the vanilla VGG-like dis-
criminator (which is used by ESRGAN [14]) on both objec-
tive and subjective metrics. These further demonstrate the
effectiveness and generalization capability of our suggested
SeD with respect to various discriminator backbones.
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Figure 1. The framework of (a) pixel-wise U+SeD, (b) image-wise V+SeD, (c) “RN50” CLIP semantic extractor.

Datasets ESRGAN RRDB+V+SeD

Set5 0.076/30.44/0.852 0.070/30.83/0.862
Set14 0.133/26.28/0.699 0.125/27.06/0.729
DIV2K 0.115/28.20/0.777 0.107/28.83/0.794
Urban100 0.123/24.37/0.734 0.118/25.32/0.766
Manga109 0.065/28.41/0.859 0.057/29.31/0.878

Table 2. Quantitative comparison between ESRGAN and V+SeD.
The best perceptual results of each group are highlighted in bold.
Each result is presented in terms of LPIPS↓/PSNR↑/SSIM↑, ↑ and
↓ indicate that a larger or smaller score is better, respectively.

4. Implementation details of different fusion
strategies

We present the network architectures of our used SeD-A,
SeD-B, and SeD-C in our ablation studies in Fig. 2. Among
them, SeD-A uses concatenation operation as the fusion
method. SeD-B utilizes a channel-wise attention mecha-
nism to fuse semantic information adaptively. SeD-C lever-
ages spatial-wise attention. In contrast, our proposed SeD
performs cross-attention between semantic feature and im-
age feature, taking full advantage of abundant semantic in-
formation contained in LVMs, and maintaining the spatial
information.

5. Ablation studies with Semantic-aware Gen-
erator

As described in the main paper, one intuitive method to gen-
erate semantic-aware textures is to integrate the semantic
guidance of images into the generator. To verify this idea,
we conduct experiments of the semantic-aware generator on
× 4 real-world image SR task. We choose RRDB [14] with

Figure 2. Frameworks of SeD-A, SeD-B, SeD-C, respectively.

11 residual in residual blocks as the baseline generator. For
semantic-aware RRDB, namely Se-RRDB, we replace the
5th and the 11th block with the same semantic-aware fu-
sion block we used in the SeD. We synthesize the degraded
images by Real-ESRGAN [15] model, and evaluate the per-
ceptual qualities of restored images on RealSR [2] dataset in
terms of NIQE [11]. We first train two separate generators
without discriminators, then fine-tune them on vanilla dis-
criminator and our SeD, respectively. The results are shown
in Table. 3.

As we can see, Se-RRDB performs worse than RRDB
across all training paradigms, which reveals that incorporat-
ing the semantic information in the generator may not be ap-
propriate for real-world image SR problems. The reason we
guess is that it is difficult to extract accurate semantic infor-
mation from low-quality images since the severe distortions
in real world will cause the failure of the semantic extractor.
Moreover, introducing the semantics into the generator will
cause the catastrophic growth of computation complexity in
the inference stage, where semantic extraction is costly and
time-consuming.

Therefore, in our paper, we explore the more simple and



# RRDB Se-RRDB Vanilla D SeD Canon Nikon

1 ✓ 7.56 7.83
2 ✓ 8.11 8.27
3 ✓ ✓ 4.71 5.14
4 ✓ ✓ 5.39 5.66
5 ✓ ✓ 4.51 4.96
6 ✓ ✓ 4.78 5.32

Table 3. Quantitative comparison between RRDB and Semantic-
aware RRDB. ✓ means we use this backbone during training. The
lower score is better.

effective semantic-aware discriminator (SeD), which im-
proves the perceptual qualities of restored images, i.e., the
comparison between 3rd and the 4th lines or the comparison
between the 5th and the 6th lines in Table. 3. Moreover, our
SeD enables the SR network to restore more photo-realistic
textures and does not require any additional computational
burden during the inference stage.

6. More visualization results

First, we show the visualization of semantics obtained from
PVM in the image as Fig. 3 (brighter region means more se-
mantically important for PVM.) As stated, PVM can bring
more fine-grained semantics in one image for guidance.
(e.g., covering most semantics from trees, person, etc. in
the first sample).

Figure 3. Visualization of semantics extracted from PVM.

Then, we show more qualitative comparisons with pre-
vious GAN-based SR methods in classical and real-world
image SR. As shown in Fig. 4 and Fig. 5, our SeD enables
SR networks to correctly restore repeating textures, where
previous works typically fail to deal with. Moreover, with
semantic guidance, our SeD is capable of recovering more
fine-grained textures (e.g., twigs, furs and windows) in nat-
ural sceneries, in the meanwhile reducing the artifacts of
super-resolved images. These conclusions remain valid for
large-scale benchmarks, as illustrated in Fig. 6, Fig. 7 and
Fig. 8, which further demonstrates the effectiveness of our
SeD.
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Figure 5. More visual comparisons between SeD and prominent GAN-based methods on real-world image SR of natural sceneries. Zoom
in for better view.
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Figure 6. Visual Comparisons between SeD and other methods on LSDIR [6] (img 0000127 with resolution 780 × 780).
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Figure 7. Visual Comparisons between SeD and other methods on HQ-50K [16] (complex/00020 with resolution 1200 × 1596).
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Figure 8. Visual Comparisons between SeD and other methods on HQ-50K [16] (people/00010 with resolution 2040 × 1536).
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