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1. Introduction
This supplementary material provides the following infor-
mation: Sec. 2 presents the implementation details in the
experiments for the convenience of reproduction. Sec. 3
presents more ablation studies to further validate the ef-
fectiveness of our proposed framework. Sec. 4 provides
sufficient visualization results as strong evidence for our
method. Sec. 5 indicates some failure cases predicted by
our model, analyzes the possible limitations then points out
the direction of future work.

2. Training Details
We implement our landmark predictor fθ as SLPT [11] in
the above experiments. Each input image is cropped and
resized to 256×256, and the training set is augmented with
various transformations such as random horizontal flipping,
grayscale, occlusion, scaling, rotation, and translation. We
select HRNetW180 [9] as the backbone model, with a fea-
ture map resolution of 64× 64.

To verify the impacts of different model architectures,
we compare two different backbones: SBR [2] and HRnet
[7]. For the SBR approach [2], we utilize CPM [10] as the
detector, and VGG-16 [6] networks to initial four convo-
lutional layers for feature extraction and only three CPM
stages are used for heatmap prediction. For the HRNet tech-
nique [7], all faces are cropped based on their bounding
boxes, centered using calculated formulas, and then resized
to 256x256. After that, we perform Data augmentation on
images using in-plane rotation, scaling, and random flip-
ping.

3. More Ablation Studies
3.1. Effect of different pose dataset

Previously research employ warp methods such as Auto-
Toon [4] and WarpGAN [5] for facial manipulation, as well
as common flow prediction methods like FlowNet [3] and
RAFT [8]. These methods either require a one-to-one cor-
respondence between input images or assume minimal de-
formation between two images. Consequently, for facial
images, the positioning of the face also influences the re-
sults. However, establishing a one-to-one correspondence
between the 300W dataset and the CariFace dataset is chal-
lenging and time-consuming. To address this issue, we con-
sider categorizing the datasets into three classes: frontal
faces, faces turned right, and faces turned left, each com-
prising 1000 images. Subsequently, separate training is con-
ducted for each category, and the results can be observed in

Table 1.

Table 1. Ablation study on the usage of the dataset.

Settings 300W
ALL Frontal Left Right

CariFace ALL 7.831 7.695 7.879 8.080
Frontal 8.466 9.077 8.768 7.771

From these results, we can observe variations in the
outcomes when training with datasets containing different
poses. Additionally, it is evident that training with all avail-
able datasets does not necessarily guarantee improved per-
formance. Notably, the best results are achieved when uti-
lizing the frontal 300W dataset in conjunction with all car-
toon datasets. This could be attributed to the enhanced
flexibility and effectiveness of warping processes when per-
formed from a frontal perspective. That’s why we choose
this setting for our experiments. This innovative strategy not
only improves the overall accuracy and reliability of facial
landmark prediction but also simplifies the training process.

4. More Visualization
We present more samples to show landmark prediction re-
sults of our method under different styles and textures in the
CariFace dataset, such as different facial expressions, vari-
ous head poses, illumination, etc.

Fig. 1 and Fig. 2 demonstrate the effectiveness of our
method in accurately predicting facial landmarks across var-
ious scenarios, including instances with exaggerated facial
features. In Case 1, our method excels at determining the
mouth’s position when the distance between the nose and
the mouth is significantly larger. Case 2 highlights our
method’s ability to precisely predict the eye edges when
they are notably larger than other facial components. Fur-
thermore, Case 3 and 4 showcase our method’s capability
to accurately estimate facial contours when the face is com-
pressed in both vertical and horizontal directions.

5. Limitations and Discussion
Based on our extensive experiments, our proposed method
has achieved impressive results in unsupervised cartoon
face landmark detection. Notably, our model exhibits ro-
bust performance even when applied to previously unseen
domains, surpassing some supervised approaches in certain
cases.

Yet, there is still progress for improvements particularly
in challenging situations, such as severe occlusion, blur-
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Figure 1. Visual comparisons for various methods in the two DA(300W→CariFace) settings.

ring, and extremely stylized facial contours, as illustrated in
Fig. 3. To address these limitations, we have identified two
specific issues: 1) our model may struggle to predict facial
contours when there is uncertainty in the face boundary. 2)
when applied to more challenging scenarios, such as anime
dataset [1], our model encounters difficulty in adapting to
the domain which is characterized by distinctive features
like small noses, mouths, and larger eyes.

For these weaknesses, the most possible solution is to
construct a more robust constraint between the warped faces
and cartoon faces for better prediction. We leave it in the
future work.
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Figure 2. Visual comparisons for various methods in the two DA(300W→CariFace) settings.

Figure 3. Visualizations of some typical failures. Red dots repre-
sent our predictions.
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