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Figure 1. Visual demonstration of the effect of adaptive updating

and backtracking mechanism.

1. Ablation Study

We further explore the effect of the adaptive updating in the

template feature and the backtracking mechanism in line

search. As shown in Fig. 1, it is observed that FreeDrag

fails to accurately reach the assigned target points without

adaptive updating, this is because the stationary template

feature cannot provide strong motion guidance for contin-

uous movement towards target points. Meanwhile, it can

also be observed in Fig. 1 that unsatisfactory dragging

editing appears without the aid of the backtracking mecha-

nism, which can be attributed to the absence of prompt self-

correcting under abnormal cases. Therefore, it is concluded

that a better dragging editing necessitates both adaptive up-

dating and the backtracking mechanism.

2. Limitation

Freedrag achieves image manipulation with a reliance on

the 2D dragging instructions, which may be limited in cer-

tain 3D editing scenarios due to potential ambiguity. As can

be observed in Fig. 2, an intention of “head up” might result

in a “resized shape” instead.

3. Visual Comparison

We conduct more experiments to compare FreeDrag with

DragGAN[2] and DragDiffusion[3] in StyleGAN2[1] mod-

els and Diffusion models, respectively. As shown in Fig. 3,
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Figure 2. Limitations of 2D dragging instructions. (a)-(b): Drag-

ging instructions. (c)-(d): Edited results.

FreeDrag attains the editing results with more precise drag-

ging, and also gains high-quality structure preservation (see

Fig. 4), indicating superior dragging editing. The same situ-

ation can also be observed in real image editing. As shown

in Fig. 5, FreeDrag better achieves dragging editing with

higher performance in preserving original structure, leading

to reliable point-based image editing.
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Figure 3. Visual comparison in GAN-based dragging results. FreeDrag achieves more precise point-based dragging editing.
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Figure 4. Visual comparison in GAN-based dragging results. FreeDrag achieves superior preservation of original structure.
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Figure 5. Visual comparison in real image editing. FreeDrag outperforms DragDiffusion in precise dragging and structure preservation.
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