
Countering Personalized Text-to-Image Generation with Influence Watermarks

Supplementary Material

A. Proofs
Proposition 1. To confine the optimization to the low fre-
quency subspace, directly masking the gradient is equiva-
lent to mask the image and perform gradient-based opti-
mization through discrete cosine transform.

Proof. For the reference image x0 and its corresponding
frequency matrix, we have X0(k, ·, ·) = DCT(x0(k, ·, ·))
and x0(k, ·, ·) = IDCT(X0(k, ·, ·)). Considering the vec-
tor z, its right-product with the Jacobian of IDCT can be
calculated by JIDCT ·z = DCT(z). According to the chain
rule, we have:

∂SEϵ,θ∗,t,c(x)

∂X0
= DCT(

∂SEϵ,θ∗,t,c(x)

∂x0
). (1)

Therefore, directly masking the gradient is equivalent to
mask the image and perform gradient-based optimization
through discrete cosine transform.

Proposition 2. To forge unlearnable example x̃0 from x0

against personalized diffusion models, the self-influence
I(x0) can be inferred as:

I(x0) = −∇θSEϵ,θ∗,t,c(x0)
TH−1

θ∗ ∇x0∇θSEϵ,θ∗,t,c(x0),
(2)

where Hθ∗ = Ex0
[∇2

θSEϵ,θ∗,t,c(x0)] is the Hessian and we
assume that Hθ∗ is positive definite.

Proof. For simplicity, we denote L(x, θ) = SEϵ,θ,t,c(x),
and θ∗ and θ∗δ as the empirical risk minimizer and empirical
risk minimizer for the perturbed image, respectively:

θ∗ = argmin
θ

L(x0, θ),

θ∗δ = argmin
θ

L(x0 + δ, θ).

Then we can rewrite I(x0) = ∇δSEϵ,θ∗
δ ,t,c

(x0 + δ)
∣∣
δ=0

=

∇δL(x0 + δ, θ∗δ )
∣∣∣
δ=0

. And next we have to prove that

I(x0) = −∇θL(x0, θ
∗)TH−1

θ∗ ∇x0
∇θL(x0, θ

∗).
In accordance with Koh et al. [3], the perturbed mini-

mizer θ∗δ can be approximated by moving a unit mass from
x to x + δ w.r.t. θ∗. Utilizing the upweighting influence
in Lemma 1, this leads to the following expression:

θ∗δ − θ∗ ≈ I ′(x0 + δ)− I ′(x0)

= −H−1
θ∗ (∇θL(x0 + δ, θ∗)−∇θL(x0, θ

∗))

≈ −H−1
θ∗ ∇x0∇θL(x0, θ

∗)δ,

(3)

Table 1. Possible modifications on watermarked images. ↑ indi-
cates that the higher values represent better performance.

BRISQUE (↑)

photo portrait Avg.

Clean 18.61 2.10 10.36
JPEGq=0.95 35.85 54.60 45.23
JPEGq=0.75 49.53 36.54 43.04
WeChat [4] 33.66 21.72 27.69

where in the last step, we assume that δ is sufficiently small
(for the image quality of x0 + δ). It then derives:

dθ∗δ
dδ

∣∣∣∣
δ=0

= −H−1
θ∗ ∇x0∇θL(x0, θ

∗). (4)

Finally, we apply the chain rule and substitute this result:

I(x0) = ∇δL(x0 + δ, θ∗δ )
∣∣∣
δ=0

= ∇θL(x0, θ
∗)T

dθ∗δ
dδ

∣∣∣∣
δ=0

= −∇θL(x0, θ
∗)TH−1

θ∗ ∇x0∇θL(x0, θ
∗).

(5)

Lemma 1 (Upweighting influence [2, 3]). Given the empir-
ical risk minimizer θ∗ϵ,x0

with ϵ upweighted perturbations.
The influence from upweighting x0 on parameters θ∗ yields:

I ′(x0) =
dθ∗ϵ,x0

dϵ

∣∣∣∣
ϵ=0

= −H−1
θ∗ ∇θL(x0, θ

∗), (6)

where Hθ∗ = Ex0
[∇2

θSEϵ,θ∗,t,c(x0)] is the Hessian as-
sumed to be positive definite.

B. Possible Modifications

We provide additional experiments on reference images un-
der possible modifications. In this part, different JPEG
quality factors are considered, and we also validate the ro-
bustness of our proposed method on real social platforms.
We report empirical results in Tab. 1. Under all possible
modifications, the generated images suffer obvious deficits
in visual quality, when the reference images are protected
by our proposed method. It is observed that our proposed
method is still robust against various compression quality
factors, and on real social platforms like WeChat [4].



Figure 1. Additional visual results on VGGFace2. Reference images with InMark are present at the first row. The generated images in
the last 5 rows represent personalized results from clean reference images.



C. Additional Visual Results
In this part, we present more visual results in Fig. 1 on VG-
GFace2 [1] when reference images are protected by our pro-
posed InMark, where DreamBooth [5] is used for person-
alized text-to-image generation. The results show that most
of our generated images suffer from a significant loss of
texture and pattern quality compared to the reference im-
ages. Even in the very few cases where the facial appear-
ance is preserved, the overall colors are distorted, making
them useless for fake news propagation. Therefore, it is
empirically proven that our proposed InMark can destroy
the generated image quality in detail.
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