Drag Your Noise: Interactive Point-based Editing
via Diffusion Semantic Propagation
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Figure 1. Visualization of optimization trajectories. For optimal viewing of animated graphics, it is recommended to use Adobe Acrobat.

Additionally, video versions are included in the accompanying video.

1. Optimization Trajectories

To demystify the trajectories in our diffusion semantic opti-
mization, we present animated graphics illustrating interme-
diate results along with the final results. As shown in Fig. 1,
we compare the optimization trajectories of our method with
DragDiffusion [1]. Specifically, we generate images with
intermediate-optimized bottleneck features for our Drag-
Noise and intermediate-optimized latent maps for DragDif-
fusion, respectively.

These visualization results demonstrate that the optimiza-
tion trajectories of our approach exhibit superior continuity
and enhanced stability. The observation aligns with the
analysis in Sec.4.2 in the main paper that DragNoise more
swiftly determines the optimization direction. This can be
attributed to that the bottleneck feature serves as a more
optimal semantic representation. Moreover, our method is
better aware of the semantics. For instance, the sliced cake
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in the Ist row of Fig. 1b can be optimized towards closure
with DragNoise and the robot’s leg can be reattached in the
2nd row of Fig. le. In contrast, the optimization process of
DragDiffusion is more erratic, resulting in more unstable
dragging editing effects.

2. Choice of the Feature for Supervision

We conduct an ablation analysis on the feature for supervi-
sion, as illustrated in Fig. 2. The feature size progressively
increases from Decoder Block 1 to 4. Features from De-
coder Block 1, lacking detailed pixel-level information, fail
to achieve the desired outcome. While Decoder Block 2
offers some supervision, it compromises identity preserva-
tion in the edited image. Conversely, Decoder Block 4’s
output lacks distinctive information, impeding bottleneck
feature updates. Hence, Decoder Block 3 represents the opti-
mal balance between semantic richness and precise editing
control.



(a) Input (b) Decoder Block 1 (c) Decoder Block 2

(d) Decoder Block 3

Figure 2. Results of ablation analysis on the feature for supervision.

3. More Results

We present additional results comparing DragNoise with
DragDiffusion in Figs. 3 and 4. Our method demonstrates
compelling performance across a diverse range of input im-
ages. Especially, through carefully positioned anchor points
and objective points, DragNoise achieves diverse editing ef-
fects. For instance, our method successfully moves an apple
while preserving its fidelity, as depicted in the 2nd row of
Fig. 3b. Also, DragNoise effectively eliminates UFOs, as ev-
idenced in the 4th row of Figs. 3b and 3e. DragNoise exhibits
a heightened awareness of contextual information, yielding
editing results that better align with user intent. Noteworthy
instances include the preserved hairstyle in the 1st row of
Fig. 3b and the retained shape of the tiger in the 3rd row of
Fig. 3b. Additionally, we incorporate a demo to illustrate the
interactive editing process in the attached video.
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Figure 3. More editing results compared with DragDiffusion.
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Figure 4. (Continued) More editing results compared with DragDiffusion.
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