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Supplementary Material

1. Evaluation with the Text Prompt
This section supplements the “Experiments” section in the
main paper. Table 1 quantitatively evaluates the text prompt.
The models were trained on RefCOCO [2] and evaluated on
its testA subset across three settings: text-only, click-only,
and a combination of text and click (text+click). Following
PhraseClick [1], we used three clicks for the click-only set-
ting and two clicks for the text+click setting. While our text
prompt had much room to improve, it yielded promising re-
sults combined with visual prompts.

Method Interaction Text Click mIoU (%)

PhraseClick [1] Text-only ✓ ✗ 50.98
Ours (SA×2) Text-only ✓ ✗ 58.32
Ours (SA×2) Click-only ✗ ✓ 82.79
Ours (SA×2) Text+Click ✓ ✓ 85.95

Table 1. Evaluation with text prompt on the testA of RefCOCO.
Our model attained enhanced performance by integrating text and
click prompts, surpassing the results achieved with clicks alone.
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