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1. Network Details
In this section, we detail the training process of our 6-DoF
grasp detection network. Given the reconstructed TSDF, we
first sample a point-cloud ∈ RN×3 with normal ∈ RN×3,
where N is the number of points. Subsequently, we use
the sparse UNet[1] to extract point-wise features ∈ RN×C

from the sampled point-cloud. Following [4], objectness
and graspness score are predicted on each points. We use
softmax loss Lofor objectness classification and smooth-
l1 loss Lgsfor graspness score regression. After that, M
grasp candidates are sampled from the point-cloud by Fa-
therst Point Sampling (FPS) where the graspness larger than
a threshold. The approach directions of these candidates are
supervised by the approach loss La, which is formulated as:

La = cos(a, â) + α · (1−
∠a,ai<30◦∑

si · cos(a, ai)
∠a,ai<30◦∑

cos(a, ai)

) (1)

where a and â are the predicted and ground-truth approach
direction, cos(, ) is the cosine similarity and α = 0.1.
Different from previous works[2–4] which predict the ap-
proach direction score on discrete spherical regions, we for-
mulate the approach prediction as a regression task to en-
able the differential learning of physical constraints. The
second term of La imposes a regularization on the scores
s of the approaches around the predicted direction, which
leads to more robust approach prediction. To regress
other grasp configurations, we leverage multi-scale cylin-
der grouping to extract local features for candidates. An
operation head is used to regress the plane rotation, width,
and grasp score with smooth-l1 loss Lr,Lw,Ls. The total
training loss of the 6-DoF grasp detection network can be
formulated as:

L = Lo + Lgs + La + β · (Lr + Lw + Ls) + ϕ ·R (2)

*Corresponding author.

where β = 0.2 and α = 0.1.

2. Implementation Details of Object SDF
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Figure 1. (a) Grid based SDF encoding (2D for visualization) and
(b) the calculation of the SDF value of query position Q.

As acquiring the actual SDF of object models can be
challenging, we encode them by sampling distance values
of 3D grids with positions inside and outside the object
model, as illustrated in Fig.1 (a). Utilizing these densely
sampled grids, the SDF value of a query point Q can be de-
termined through trilinear interpolation. Fig. 1 (b) provides
a 2D visualization of this process. For the caomputation of
physical constraint regularization, the surface distance and
normal vector for any position near the object can be re-
trieved differentially from the object SDF grids.

3. Results on Kinect Scenes

The results on scenes captured by Kinect camera of
GraspNet-1billion benchmark are shown in Table 1. We
give a comparison with other state-of-the-art methods and
our method shows significant superior performance on sim-
ilar and novel objects, demonstrating the effectiveness of
introducing physical and contact map prior.
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Model Seen Similar Novel
AP AP0.8 AP0.4 AP AP0.8 AP0.4 AP AP0.8 AP0.4

GraspNet-baseline [2] 27.10 30.22 24.75 25.20 27.80 24.44 6.45 7.99 3.89
Scale-balanced Grasp [3] 43.72 49.41 39.83 37.49 42.25 34.35 12.50 15.07 6.86
GSNet [4] 43.97 53.28 35.53 40.07 48.58 32.03 14.54 16.50 6.96
Ours Baseline 57.23 65.45 49.57 48.67 55.54 43.88 18.70 23.57 8.68
Ours 57.56 65.21 51.82 52.88 61.23 47.37 21.59 27.30 11.56

Table 1. Comparison with the state-of-the-art methods on Kinect scenes of GraspNet-billion benchmark.

4. Visualization of Real-world Grasping
We attach a video in supplementary material to visualize
our real-world grasping system and demonstrate the effec-
tiveness of the proposed method.
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