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Supplementary Material

In Appendix, we provide additional experimental results
at Section 1, 2, and 3, and discuss the limitation and social
impact of our work at Section 4.

1. More Experimental Results
1.1. Prompt Tuning for CLIP

Some recent works [5, 7, 10, 11] have shown that prompt
tuning can improve the robustness of CLIP [5]. CoOp [11]
and CoCoOp [10] propose to use a few labeled training sam-
ples to tune the prompt and achieve better robustness. TPT
[7] optimizes the prompt to encourage consistent predic-
tions across augmented views by minimizing the marginal
entropy. In contrast to CoOp and CoCoOp, TPT does not
require any labeled data and can be applied to any down-
stream tasks at test time in an online manner.

We show that our method can be employed to prompt
tuning for CLIP. We follow TPT and adopt episodic test-
time optimization to tune the prompt on the base model
for every adaptation step. We modify the source code of
TPT, which differ from the experimental implementation de-
scribed in the main paper and lead to a slight performance
variation. The results are shown in Table 1. Our method
achieves the best average performance on ImageNet and its
variants.

1.2. More Comparison

In Table 2, we conduct comparisons with EATA [4] and
TTAC [8], as well as the offline performance of our method
on ImageNet-C and CIFAR10-C. a) EATA [4] enhances its

robustness by applying a reliable sample selection criterion
to corrupted images with low source accuracy. However,
fully utilizing limited data in online learning can also sig-
nificantly improve the model’s adaptive performance. b)
The pseudo-label refinement proposed by TTAC [8], which
uses source features as additional supervision, indeed re-
duces more noise in pseudo-labels.

2. Implementation Details
2.1. Object Detection

For object detection experiments, we utilize YOLOv3 [6]
as the backbone, and pre-train it on the KITTI-Clear dataset
using an SGD optimizer with a learning rate of 1e − 4 and
a batch size of 30. At test time, SimpAug is applied to an
input image and produces 32 augmented views. The detec-
tion boxes are mapped to the original image according to the
transformation parameters (i, j, h, w, hf) of SimpAug for
each view. Then, boxes are filtered by a confidence thresh-
old of 0.001. We store these boxes with their features in
the memory queue with a capacity of 10K. Because the
features lie in three different scales, we run PLCA on each
scale separately. Non-maximum suppression (NMS) is ap-
plied to the corrected boxes with a confidence threshold of
0.25 and an IoU threshold of 0.45. The final boxes are con-
sidered as targets to compute the loss and update the model.

2.2. Semantic Segmentation

For semantic segmentation experiments, we adapt a
DeepLab-V2 [1] with a ResNet-101 backbone pre-trained

Method Supervised
ImageNet ImageNet-A ImageNet-V2. ImageNet-R. ImageNet-Sketch

Average OOD Average
Top1 acc. ↑ Top1 acc. ↑ Top1 acc. ↑ Top1 acc. ↑ Top1 acc. ↑

Zero-shot [5] 58.16 21.83 51.41 56.15 33.37 44.18 40.69
Ensemble [5] 59.81 23.24 52.91 60.72 35.48 46.43 43.09

CoOp [11] 63.33 23.06 55.40 56.60 34.67 46.61 42.43
CoCoOp [10] 62.81 23.32 55.72 57.74 34.48 46.81 42.82

TPT [7] 60.74 26.67 54.70 59.11 35.09 47.26 43.89
Ours (Online) 61.20 26.48 54.94 60.53 35.35 47.70 44.33

Zero-shot [5] 66.73 47.87 60.86 73.98 46.09 59.11 57.20
Ensemble [5] 68.34 49.89 61.88 77.65 48.24 61.20 59.42

CoOp [11] 71.51 49.71 64.20 75.21 47.99 61.72 59.28
CoCoOp [10] 71.02 50.63 64.07 76.18 48.75 62.13 59.91

TPT [7] 68.98 54.77 63.45 77.06 47.94 62.44 60.81
Ours (Online) 69.63 54.50 63.78 78.35 48.56 62.96 61.30

Table 1. Prompt tuning for CLIP-RN50 (top) and CLIP-ViT-B/16 (bottom) on ImageNet and its variants at online test time. CoOp and
CoCoOp are tuned on ImageNet using 16-shot training samples per class, and others require no labeled data. ”Average” denotes the average
accuracy on all five datasets, and ”OOD Average” on out-of-distribution datasets, including ImageNet-A, -V2, -R, and -Sketch.



Methods SF Gauss Shot Impul Defcs Gls Mtn Zm Snw Frst Fg Brt Cnt Els Px Jpg Mean

Source 28.8 22.9 26.2 9.5 20.6 10.6 9.3 14.2 15.3 17.5 7.6 20.9 14.7 41.3 14.7 18.3±0.00
TTT++ (Offline) [3] 12.8 11.1 11.2 7.3 17.1 8.2 6.5 9.4 9.9 7.9 5.0 5.1 13.7 8.8 10.6 9.6±0.00

Ours (Offline) 11.8 10.4 12.9 6.3 14.4 7.2 6.6 8.1 8.0 8.3 5.4 6.7 11.4 8.6 11.7 9.2±0.03

TTT++ (Online) [3] 15.5 14.1 23.6 9.1 25.1 11.4 8.1 13.2 13.1 13.4 6.6 6.9 17.6 12.5 13.6 13.6±0.03
EATA (Online) [4] 18.7 16.6 22.6 9.5 22.6 10.7 10.2 13.4 13.7 15.4 7.9 12.4 16.8 15.6 18.0 14.9±0.06

Ours (Online) 12.8 11.4 14.9 6.7 15.8 7.7 6.9 8.9 8.6 10.1 5.6 8.0 11.9 10.5 12.8 10.2±0.02

Source 98.4 97.7 98.4 90.6 92.5 89.8 81.8 89.5 85.0 86.3 51.1 97.2 85.3 76.9 71.7 86.2±0.00
SHOT (Offline) [2] 73.8 70.5 72.2 79.2 80.6 58.5 54.0 53.6 63.0 47.3 39.2 97.7 48.7 46.1 53.0 62.5±0.00

Ours (Offline) 70.1 66.3 67.5 73.6 75.1 62.5 53.9 54.4 60.4 46.8 38.6 81.5 48.3 45.6 48.2 59.5±0.11

TTAC (Online) [8] 72.1 69 71.7 77.4 76.3 66.9 56.1 58.9 61.6 48.6 38.4 78.9 49.2 47.9 50.7 61.6±0.05
SHOT (Online) [2] 83.9 82.3 83.7 83.9 83.8 72.6 61.9 65.7 68.6 54.8 39.4 85.9 58.1 53.1 62.3 69.3±0.03
EATA (Online) [4] 74.1 72.4 74.1 78.8 78.3 68.8 57.9 59.7 64.0 49.8 42.3 80.7 51.8 49.3 53.0 63.7±0.06

Ours (Online) 72.9 70.8 73.1 80.7 79.7 69.6 57.4 59.8 63.1 50.0 39.3 83.9 51.8 48.5 50.8 63.4±0.03

Table 2. Top-1 Classification Error (%) for all corruptions on CIFAR-10C (level 5) (top) and ImageNet-C (level 5) (bottom). Lower is
Better. SF denotes source free.

Methods FB Gauss Shot Impul Defcs Gls Mtn Zm Snw Frst Fg Brt Cnt Els Px Jpg Mean

Source - 28.8 22.9 26.2 9.5 20.6 10.6 9.3 14.2 15.3 17.5 7.6 20.9 14.7 41.3 14.7 18.3±0.00
Ours (Online) 16.7 13.9 18.8 7.2 16.6 8.3 7.6 11.3 10.7 11.4 6.5 12.4 11.9 13.3 12.3 11.9±0.03
Ours (Online) 12.8 11.4 14.9 6.7 15.8 7.7 6.9 8.9 8.6 10.1 5.6 8.0 11.9 10.5 12.8 10.2±0.04

Source - 98.4 97.7 98.4 90.6 92.5 89.8 81.8 89.5 85.0 86.3 51.1 97.2 85.3 76.9 71.7 86.2±0.00
Ours (Online) 75.9 99.8 80.6 75.8 76.0 70.5 60.7 61.2 64.1 53.3 40.7 99.7 54.1 48.8 52.7 67.6±0.09
Ours (Online) 72.9 70.8 73.1 80.7 79.7 69.6 57.4 59.8 63.1 50.0 39.3 83.9 51.8 48.5 50.8 63.4±0.03

Table 3. Top-1 Classification Error (%) for all corruptions on CIFAR-10C (level 5) (top) and ImageNet-C (level 5) (bottom). Lower is
Better. FB denotes freeze BatchNorm layers of the backbone.

on the clear split of CarlaTTA. The model is trained with
an SGD optimizer using a learning of 2.5e − 4 and a batch
size of 16. At test time, SimpAug produces 32 augmented
views for each input image, and the segmentation masks are
mapped to the original image according to the transforma-
tion parameters (i, j, h, w, hf) of SimpAug for each view.
Since runnig PLCA for every pixel and its features is com-
putationally expensive, we extract objects by separating the
masks into sub-masks according to the predictive classes,
and average the 3D feature maps of each sub-mask to ob-
tain 1D vectors. Then, we run PLCA on these objects and
their features to obtain corrected pseudo-labels, which are
assigned to all pixels in the corresponding sub-mask. Non-
maximum suppression (NMS) is applied for every pixel pre-
diction in the original image. The final pixel-level pseudo-
labels are considered as targets for model updating.

3. Ablation Study

3.1. Detailed Study for α and "Maxiter" in PLCA

We perform ablation studies on these two parameters in Ta-
ble 4 and Table 5. The α determines the relative amount of
information a sample receives from its neighbors and its ini-

α (maxiter=20) 0.999 0.99 0.9 0.5 0.1 0.0 Source

RN50 CIFAR10 76.9 78.9 76.6 72.0 70.7 70.4 68.7
ViT-B/32 Food101 85.4 86.1 85.0 83.2 82.6 82.5 80.7

Table 4. Ablation study of α in PLCA.

maxiter (α=0.99) 100 50 20 10 5 1 Source

usage time (seconds) 8.74 6.30 3.72 2.13 1.79 1.25 N/A
RN50 CIFAR10 79.0 79.0 78.9 78.5 76.9 69.0 68.7

ViT-B/32 Food101 86.1 86.1 86.1 85.8 85.1 82.5 80.7

Table 5. Ablation study of ”maxiter” in PLCA.

tial label information in a single iteration of Eqn.4. α is an
update step for PLCA; if it is too small, it leads to oscilla-
tions during iterations, and if it is too large, the convergence
speed is slow. ”Maxiter” controls the maximum number of
iterations for solving the linear system of Eqn.7 using the
conjugate gradient method, which directly impacts the com-
putational cost of PLCA.

3.2. Distance Metrics for Constructing Graphs

We try to replace Euclidean distance in Eqn.3 with Cosine
distance in Table 6. The impact of using Cosine distance



Distance Metrics Euclidean Cosine Source

RN50 CIFAR10 78.9 73.2 68.7
ViT-B/32 Food101 86.1 84.7 80.7

Table 6. Study of distance metrics for constructing graphs.

on ResNet with BatchNorm is more significant than on ViT
with InstanceNorm.

3.3. Computational cost of IST

Compared to related TTA methods, the primary computa-
tional overhead of IST originates from PLCA, while test-
time augmentation and optimization are common practices
in existing SOTA methods such as MEMO [9] and TTAC
[8]. We utilize Faiss, an efficient search library, and sparse
matrices to construct the graph structure. The average time
taken for this process is 0.38 seconds, which accounts for
10.2% of the total runtime of PLCA, amounting to 3.72 sec-
onds.

3.4. Study of Freeze BN layers

For test time adaptation with CLIP model, we freeze batch
normalization (BN) layers for stable optimization. Since
BN is sensitive to the distribution shift of input images,
freezing BN layers can prevent the model from rapidly de-
teriorating, which leads to serious hard-to-recover errors in
pseudo-labels. However, fine-tuning BN layers can be of
great help in resolving the distribution shift caused by image
corruptions. Under the condition of a batch size of 128, we
conduct online test-time adaptation experiments on CIFAR-
10C and ImageNet-C with and without freezing BN layers.
The results listed in Table 3 demonstrate that fine-tuning
BN layers can improve the performance of our method on
both datasets. Nevertheless, it is not reliable to estimate
the mean and variance of the input distribution with a small
batch size, e.g. when the batch size is 1. In order to ensure
the performance of our method for single sample test-time
adaptation, we adopt the strategy of freezing BN layers in
the main paper.

4. Limitation and Social Impact
In this work, we propose PLCA to rectify the bias in model
predictions. However, it requires a substantial number of
samples for support. To this end, SimpAug is capable
of providing sufficient data when the testing batch size is
small. On the other hand, direct application of PLCA on
models with extremely poor calibration to the target distri-
bution often fails to improve the accuracy of pseudo-labels.
This necessitates test-time re-training of the model to facili-
tate self-calibration and enhance the performance of PLCA.

CLIP, as a vision-language foundation model with ro-
bust zero-shot capabilities, is highly suitable for exploring
the boundaries of unsupervised test-time adaptation (TTA)

methods in practical scenarios. Through our study, we aim
to advance the research and social awareness towards the
problem of TTA with foundation models.
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