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A. Full Results

Firstly, we provide the complete results of MoDE when scaling up the number of coarse-grained clusters. As shown in
Table A, when more data experts are learned, the average accuracy on CLIP benchmark keeps improving.
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Table A. Performance details of Fig. 3 when scaling MoDE-n based on ViT-B/32 on 2.5B image-caption pairs.

We noticed the work LiMoE [5] which follows conventional Deep Mixture of Expert models and trains a stack of Trans-
former MoE layers on all 3.6B image-caption pairs [7]. However, the number of parameters in a single LiMoE network is
much larger than a single dense baseline. As all of the network parameters are trained synchronously, it will cause huge
memory usage. Meanwhile, comparing with MoDE-4 trained on different data clusters while the total pre-train set has only
about 2.5B image-caption pairs, our system is more flexible and also achieve better results consistently.

Task Dataset ViT-B/ 32 ViT-B/ 1.6 ViT—L.
MoDE LiMoE MoDE LiMoE MoDE (L14) LiMoE (L16)
zero-shot classification ~ ImageNet | 68.9 67.5 74.3 73.7 79.4 78.6
zero-shot text retrieval COCO 57.4 45.7 62.7 51.3 65.6 55.7
zero-shot image retrieval ~ COCO 39.9 31.0 44.1 36.2 48.2 39.6

Table B. Performance comparison between MoDE and LiMoE [5]

Secondly, we summarize the results for robustness evaluation in Table C and zero-shot retrieval in Table D. The results in
each table are separated by the scale of pre-train dataset. Consistently, our approach can outperform the MetaCLIP Baseline
in all cases. MoDE also achieves the best score in most cases.

Approach ViT | Avg. IN-Sketch IN-V2 IN-A IN-O IN-R | Avg. IN-Sketch IN-V2 IN-A IN-O IN-R
OpenAl CLIP 494 423 56.0 315 478 694 - - - - - -
OpenCLIP B/32 50.6 494 55.1 21.7 535 734|529 53.7 58.1 263 500 764
MetaCLIP 522 53.3 57.6 28.6 46.8 748 | 544 56.0 59.6 299 483 78.1
MoDE-2 53.0 53.9 579 294 48.0 757|552 57.1 60.5 312 484 79.0
MoDE-4 53.4 54.4 58.5 308 47.6 76.0 | 56.5 57.6 61.6 342 492 80.0
OpenAl CLIP 56.0 48.3 619 500 423 777 - - - - - -
OpenCLIP 16 54.8 52.4 59.7 332 50.7 779 | 56.7 56.1 623 382 463 80.6
MetaCLIP B 57.7 57.9 62.6 47.0 392 81.8 | 60.1 60.2 65.0 495 41.6 842
MoDE-2 58.4 58.5 632 479 399 823|623 62.4 66.5 520 452 855
MoDE-4 59.0 58.8 63.7 492 404 829|633 62.8 67.1 557 445 86.6
OpenAl CLIP 64.1 59.6 69.8 70.7 323 879 - - - - - -
OpenCLIP 1 59.6 59.6 655 465 420 847|622 63.3 67.8 539 387 874
MetaCLIP L/ 63.8 65.0 69.8 664 289 889|672 68.9 726 723 302 92.1
MoDE-2 64.0 65.2 70.0 669 289 89.0 | 67.6 69.3 72.8 730 306 923
MoDE-4 64.1 65.3 70.1 66.8 294 89.0 | 68.2 69.9 733 740 313 927
Pre-Train Dataset: 400M Image-Caption Pairs OpenCLIP:2.3B, MetaCLIP / MetaCLIP: 2.5B

Table C. Zero-Shot Robustness Evaluation. The results are separated by the scale of pre-train set. Entries in blue are the best ones.

B. Ablation Study Details for Clustering

Firstly, for ablation details on Clustering Strategy in Sec. 5.2, we show details in Table E for Table 6 and Table F for Fig. 5.
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Table E. Performance details for ablation study on clustering strategy in Table 6 (Sec.

The results are separated by the scale of pre-train set.
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Table F. Performance details of MoDE-2 when ablating the number of finegrained clusters in Step 1 (Fig. 5 in Sec 5.2). Experiments are
performed on ViT-B/32 on 400M image-caption pairs.

Then, for the embedding types, we provide the details of MoDE-2 in ??. We note that the SimCSE [2] can be trained via
unsupervised or supervised ways. The unsupervised training strategy utilizes dropout masks to generate two views from the
same sentence to build positive pair while the latter one uses two sentences which are of similar semantic meaning as positive
samples to each other. Regardless the training strategy, we found the average score on CLIP benchmark is the same.

Meanwhile, when both image and language embeddings are used for clustering, we concatenate their embeddings and we
experimentally found that adding the language and image embeddings pair-wisely cannot result in meaningful cluster. How-
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MetaCLIP 582655 80.6 91.3 702 634 63.0 70.7 268 528 88.7 919 685 41.5 359 954 526 642 358 30.7 172 555 66.1 454 30.6 564 53.4
DINOvV2 58.1 652 80.5 91.2 703 634 63.1 69.8 265 51.6 89.0 91.8 68.1 41.0 364 952 534 63.0 373 350 167 53.7 656 454 268 560 53.5
Image (CLIP Seed) 58.3| 647 80.6 91.3 70.7 63.0 63.0 70.8 27.4 534 87.8 92.1 689 422 332 952 53.6 624 38.8 344 169 61.6 659 452 203 57.8 55.6
Image & Lang. (CLIP Seed) 584 | 655 80.3 91.3 70.2 634 63.0 703 27.7 52.0 88.7 91.8 683 40.0 353 95.1 544 644 389 360 167 540 662 457 274 566 54.6
Lang. (CLIP Seed) 583|652 807 91.3 69.8 648 62.6 719 269 523 888 917 68.6 39.0 341 952 541 63.1 38.1 338 168 548 66.1 452 27.6 57.5 558
SimCSE-UnSup 58.6| 657 80.3 914 69.6 644 630 71.8 26.6 520 889 92.1 69.2 41.0 377 954 544 642 39.0 351 17.3 535 663 456 268 56.8 55.5
SimCSE-Sup 58.6|66.1 812 909 70.5 652 63.0 72.0 283 535 89.4 923 682 452 335 954 519 637 349 342 173 543 659 455 293 56.6 546

Table G. Performance details on CLIP evaluation benchmark for ablating the embedding types for clustering (Table 7 in Sec. 5.3). The
experiments evalutes MoDE-2 based on ViT-B/32 on 400M image-caption pairs.

ever, at inference time, the ensembling weights should be calculated for all image-class pairs in the zero-shot classification
task, which is computational heavy but provides very limited gain over the baseline.

C. Application in Retrieval-Enhanced Setup

The retrieval-enhanced setup [3] is to select & retrieve a subset of training data from a large corpus and only improve the
performance on tasks of interest. Through data clustering, we can also select the clusters given the task metadata as prior. We
use the SimCSE [2] to extract their embeddings and retrieve the nearest fine-grained clusters for each of them. Then, only a
single data expert trained on the selected clusters is used for evaluation. We take ImageNet as an example where the 1000
class names are used to retrieve clusters. As shown in Table H, efficiency of network training can be improved significantly
and the performance along the model scale can even be escalated.

Table H.

Approach B/32  B/16 L/14 G/14
OpenAICLIP | 63.3 684 756 -

OpenCLIP 66.6 702 753  80.1
MetaCLIP 67.6  72.1 79.2 -
Ours 714 753 80.3 -

Performance comparison on ImageNet in retrieval-enhanced setup.
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ViT-B/32
OpenAI CLIP 56.6 | 63.4 83.7 89.8 65.1 53.7 62.0 59.7 19.6 44.0 872 87.4 669 482 46.6 97.1 449 61.0 326 287 172 625 639 480 23.6 564 58.6
OpenCLIP 615|666 82.0 93.6 758 660 683 86.0 239 56.1 90.5 91.9 70.5 700 504 96.6 493 657 493 327 16.7 51.7 649 456 242 524 572
MetaCLIP  59.8 | 67.6 82.6 952 77.7 67.8 66.8 772 269 589 909 925 69.7 427 483 963 499 66.5 392 29.3 17.7 500 68.0 47.6 194 535 53.1
Ours 61.9(70.1 854 957 80.1 744 67.0 812 36.4 585 91.4 935 72.7 447 422 968 53.0 69.1 41.8 358 18.6 58.7 69.8 489 21.7 49.7 51.3
ViT-B/16
OpenAI CLIP 59.6 | 68.3 88.8 90.8 682 55.6 64.0 64.6 240 45.1 889 89.1 69.4 51.8 53.0 982 54.8 655 433 21.7 228 56.3 685 523 255 58.7 60.5
OpenCLIP 62.4170.2 86.2 949 769 70.5 70.6 88.2 26.6 56.3 90.4 93.1 71.0 65.8 53.3 979 552 68.3 48.3 119 203 512 68.1 489 248 53.0 59.5
MetaCLIP 63.5|72.1 88.3 957 79.0 714 685 829 303 62.1 91.7 933 739 66.1 47.0 98.4 51.1 71.1 46.6 16.6 22.7 50.5 73.0 52.5 30.8 574 59.0
Ours 64.8 | 74.0 89.8 96.3 81.2 762 694 853 39.1 584 928 938 759 574 483 98.6 54.8 723 46.5 28.0 23.3 50.0 743 534 292 57.8 584
ViT-L/14
OpenAI CLIP 65.7 | 75.5 93.0 95.6 783 63.3 66.8 77.8 31.3 553 93.6 933 793 764 569 994 619 709 50.6 19.2 319 50.1 75.7 60.2 22.3 59.7 68.9
OpenCLIP 65.7|74.0 88.6 958 783 735 735 914 346 612 927 933 744 644 539 98.5 58.6 71.9 51.6 26.1 244 58.0 73.3 52.0 274 55.1 604
MetaCLIP 69.8179.2 934 97.6 842 80.1 73.8 88.7 44.6 68.1 947 954 81.8 644 551 99.3 59.2 74.6 56.3 29.7 34.0 67.3 81.6 62.0 259 58.0 66.7
Ours 70.0 | 79.4 93.7 97.7 85.0 81.6 73.8 89.2 47.5 683 957 954 83.8 69.5 529 994 624 74.1 59.1 29.3 343 584 81.8 62.2 239 57.1 65.1

Table 1. Performance on CLIP evaluation benchmark via in Retrieval-Enhanced setup. The class names of all 26 tasks are jointly used to
determine the data clusters. OpenCLIP is trained on LAION-2B with 2.3B image-caption pairs. OpenAI CLIP is trained on WIT400M and
its results are included here for complete result summary purpose only.

Besides using the class names of a single dataset to retrieve the most important finegrained data clusters, we can also use
the class names of all tasks in CLIP benchmark. The detailed results are summarized in Table 1.



D. Downstream Evaluation with Vision Encoders

Besides zero-shot generalization, the set of vision encoders can also be directly ensembled in downstream application.
We use ImageNet for evaluation and assume the language metadata such as class names is not available. As such, all vision
encoders are equally weighted by default.

Firstly, we evaluate the robustness by ensembling the encoder outputs. Specifically, for each image, we concatenate
the outputs from all (n) vision encoders as the image feature and feed it into a linear layer for classification. To maintain
reasonable training cost, only linear probing is considered where we exclusively train the linear classifier from scratch and
fix all vision encoders. As shown in Table J, our MoDE achieves consistent and clear performance gain over MetaCLIP
Baseline.

Model . Line.ar Probe* . . Linf:ar Probe .
ViT-B/32 ViT-B/16 ViT-L/14 | ViT-B/32 ViT-B/16 ViT-L/14
MetaCLIP 69.3 73.3 80.3 67.5 73.8 82.3
MoDE-2 68.9 73.8 80.6 71.3 76.9 83.9
MoDE-4 69.1 74.5 80.6 74.1 79.6 84.7

*: Initialize classifier with language embeddings as in OpenCLIP [6].

Table J. Performance comparison on ImageNet via linear probing on concatenated features.

For comparison, we take MoDE-4 with ViT-B/16 vision encoders as an example and summarize the accuracy, for each
vision encoder, via linear probing and finetuning (i.e., all parameters are trained). We can find that linear probing on the
concatenated features achieves higher score than finetuning a single model but with much less training cost, which further
indicates the great potential of efficiency by our framework.

Data Experts| Zero-Shot  Linear Probe* Linear Probe = Finetune
MetaCLIP 72.1 73.3 73.8 76.7
0 63.3 66.4 67.3 75.7
1 68.5 71.3 72.0 76.9
2 65.2 68.2 68.8 76.3
3 72.9 74.9 74.2 77.2

*: Initialize classifier with language embeddings as in OpenCLIP [6].

Table K. Accuracy on ImageNet for each ViT-B16 vision encoder of data experts in MoDE-4.

Then, as shown in Table K, a strong correlation between the zero-shot classification and linear probing & finetuning appli-
cation. The expert model achieving higher zero-shot accuracy also hits the best score in both linear probing and finetuning.
In this way, by training data expert on each coarse-grained cluster, we increase the quality negative within each mini-batch to
learn stronger vision encoders effectively.

Meanwhile, as all vision encoders are separately trained, the learned embedding spaces are not necessarily aligned with
each other. As a result, we experimentally found that adding the model outputs element-wisely in model ensembling does
not introduce gain, e.g., for MoDE-4 with ViT-B/16 encoders, the accuracy is only 74.5 compared with 79.6 in Table J.

Approach [MetaCLIP MoDE-2 MoDE-4 MoDE-8 MoDE-16 MoDE-32
Acc. 73.7 74.0 74.2 73.9 74.1 74.1

Table L. Accuracy on ImageNet via parameter averaging.

Finally, in addition to directly aggregate the feature outputs by all data experts, the parameters learned in MoDE can also
be ensembled via averaging and then used as initialization of a single network for finetuning. As shown in Table L, we use
ViT-B/32 vision encoder, and achieve consistent gain over MetaCLIP Baseline.



E. Implementation Detail

Clustering. We first sample 100M captions from the 400M image-caption pairs to learn the cluster centers in an unsuper-
vised manner. Then, we use nearest neighbor to determine the cluster assignment for all other samples in the 400M as well
as 2.5B dataset. We also observed that the cluster centers learned by using less than 2M samples can also result in similar
clustering assignments using spherical K-means clustering [ 1] via FAISS [4]. In practice, we observed that the balanced K-
means clustering algorithm does not necessarily enforce strict balance regarding the distribution of the clusters. For example,
for the two coarse-grained clusters on 400M dataset used to train MoDE-2, the number of samples for each cluster are around
170M and 230M respectively. Consequently, as mentioned for Random-2 in Sec. 5.1, mimic the size of subsets by MoDE-2
in the random splitting for fair comparison.

Similarity matrix. For task-level adaptation, as mentioned in Sec. 3.4, we use the nearest neighbor fine-grained cluster
(argmax,c g Ay ) for each class [ € L. In other words, we apply a maximum filter for each row, i.e., A;, where the non-
maximum values are reset as 0, i.e., A; o = 0if s’ # 5 where § = argmax g A; ;. Then, we set A\ = 5 according to our
experimental cross validation.

Routing Weights. As described in Eq. (6), the routing weight p(c|T) of a data expert f(-|c) is essentially obtained via
softmax normalization. At inference time, we note the routing weights should be reasonably distant from each other. Conse-
quently, given the classification task with the class names L, we use the number of classes |L| to roughly adjust the weights.
Firstly, when |L| is small, e.g., | L| < 10, though only one data expert can be activated, the selection could be sensitive to noisy
routing. Then, we soften the values in A by multiplying exp(0.5 — \/m ) to ensemble two data experts in most cases. Then,
when |L| is large, e.g., |L| > 200, the normalized weights tend to be over-smooth, we thus use a much smaller temperature
by dividing the A by log(|L|). Then, we can only select a few data experts and have low-entropy routing weights.
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