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1. Training Details
Implementation We implement our method using PyTorch [7] and Panda3D renderer [2]. The training procedure for our
coarse model is as follows: 630K iterations of the Adam optimization [4] with a batch size of 128, a learning rate decayed
from 3 × 10−4 to 3 × 10−5 after 450K steps with a warm-up phase of 45K iterations. Our refiner model is trained with
another training schedule: 1620K iterations of the Adam with a batch size of 32, a learning rate decayed from 10−4 to 10−5

after 900K steps with a warm-up phase of 180K iterations, and a gradient clipping to a value of 10−2. It takes 4.5 days and
3.5 days to train our coarse and refiner models respectively using 8 NVIDIA A100 GPUs.

Data Augmentation During training, we apply the random perturbation to the RGB images for our model to be robust
to the domain shift. We use the same data augmentation method as CosyPose [6] and MegaPose [5]. It consists of Gaussian
blur, sharpness, contrast, brightness, and color filters. We also render the images to be compared to the input crop with
randomly positioned lighting sources.

2. Additional Ablations
We conduct two additional experiments on the same coarse estimation results as the GenFlow design ablation in the main

paper.

Inner Loop We report the changes in AR score according to the iterations of inner updates (GenFlow updates) for an outer
update in Fig 1. The inner updates are performed on two GenFlow modules half and half, and two updates take approximately
18 milliseconds on an RTX 3090 GPU. The results show the tradeoff between accuracy and runtime.

Using Certainty for RGB-D Inputs For the RGB-D input, we utilize the RANSAC-Kabsch algorithm [1, 3] for depth
refinement. Specifically, we filter out the 3D-3D correspondences of certainty lower than a threshold before applying the
RANSAC-Kabsch. To validate our method, we compare the three different filtering methods: No filtering, confidence-based,
and certainty-based filtering. We use all correspondences on the rendered mask for the no filtering method. We use the thresh-
old value 0.5 for certainty-based filtering and max(W)

2 for confidence-based filtering where W is the confidence weights from
the last GenFlow update. Figure 2 shows the AR scores for 5 BOP datasets according to the filtering methods. The results
show that our certainty-based filtering outperforms all other methods. The confidence-based filtering is less effective than
others concerning most datasets since it is vulnerable to noisy input depth due to the sparseness of high-confidence corre-
spondences.
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Method # of renderings (↓) Mean Average Recall (↑) Median Runtime (sec) (↓)
LM-O T-LESS TUD-L IC-BIN YCB-V MEAN

Naı̈ve 576 22.5 0.80 0.80 0.79 0.79 0.77 0.79

Ours 144 31.3 0.21 0.22 0.21 0.21 0.21 0.21
208 35.8 0.30 0.30 0.30 0.30 0.29 0.30

Table 1. Results of ablation study of the pose hypotheses generation strategy for the coarse pose estimation. The median runtime is reported
as the median processing time for coarse pose estimation of each detection. Our method requires fewer renderings and extracting scores
while achieving better performance than the Naı̈ve method. Thus, ours can take both time efficiency and accuracy.

Figure 1. Changes in AR score according to inner updates. The bottom right chart shows the mean of AR score for 5 datasets.
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Figure 2. Comparison of methods to filter out the outliers of 3D-3D correspondences.



Figure 3. Visualization of the outputs of a single outer update of our refiner. The first column is the input crop, the second column is the
synthetic image rendered with the rough initial pose, the third column and fourth column are the optical flow and confidence weights of
the last GenFlow update respectively, and the fifth column is the overlay of the input crop and silhouette image with predicted 6D pose.
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