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Our supplementary material includes implementation
details and some additional experiments.
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A. Demo Video & Code

We provide a demo video demo.mp4, visualizing our edit-
ing results as videos.

We also provide some source code in the code folder,
which contains the code of our main pipeline.

B. Implementation Details

B.1. 4D Representation

The primary input of our method is a 4D NeRF represen-
tation, acquired through the NeRFPlayer [7]. Our frame-
work is general, and therefore, any 4D scene representation
adopting RGB observations as supervision can be used. In
the implementation of the multi-camera scenes, we use Ten-
soRF [2]-based NeRFPlayer as NeRF backbone and follow
the same setting as in their experiments on the multi-camera
DyNeRF [4] scenes. For our experiments, we extract 50
frame segments, from the full-length videos and downsam-
ple images to 1352×1014 for 4D representation and editing.
Furthermore, to show the capabilities of our method in long-
term videos(pseudo scenes), we also use full-length 300-
frame videos with 676× 507 resolution for additional eval-
uation, both trained for 100,000 iterations per scene. In the
implementation of the monocular scenes, we use Instant-
NGP [5]-based NeRFPlayer for HyperNeRF [6] dataset,
trained for 60, 000 iterations per scene, and Nerfacto-based
NeRFPlayer from NeRFStudio [8] for DyCheck [3] dataset,
trained for 30, 000 iterations per scene.

B.2. Anchor-Aware Attention

We introduce the anchor-aware attention module to aug-
ment IP2P, enhancing the appearance control by the refer-
ence anchor frame. Specifically, each latent feature calcu-
lates the corresponding key and value features based on the
concatenation of the anchor frame zva and the current frame
zvi . The definition of anchor-aware attention is as follows:

Q = WQzvi ,K = WK [zva ; zvi ] , V = WV [zva ; zvi ]

where W are projection layers in attention shared across
space and time, and [·] denotes concatenation operation. Be-
sides, we employ the original spatial self-attention weights
as initialization. In each pseudo-view editing process, we
use the first frame which is edited as the anchor frame to
provide appearance reference.

Fig. B.3-(a) shows that anchor-aware attention clearly
improves the editing consistency across views and batches.

B.3. Sliding Window-Based Pseudo-View Editing
Method

As visualized in Fig. B.3-(b), we filter inferior flow predic-
tions by leveraging the forward-backward consistency con-
straint. Also, the anchor-aware IP2P is well designed both
to inpaint occluded areas and to repaint the whole part based
on the appearance of the anchor frame. This leads to reason-
able editing results even when the RAFT prediction is not
accurate.

B.4. 4D Editing Procedure

We re-initialize the optimizers in the trained NeRFPlayer
model and utilize Anchor-Aware Instruct-Pix2Pix [1] as our
2D editing model. For the diffusion model, varying hyper-
parameters are applied at distinct phases. During the an-
chor frames editing stage, the input diffusion timestep t de-
cays from 0.98 to 0.7 in a cosine annealing manner. We
employ 20 diffusion steps for this phase. During the in-
painting stage after optical flow warping, we set timestep
t to 0.6, and only used 3 diffusion steps. As optical flow
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Figure B.3. (a) The usage of anchor-aware attention clearly im-
proves the editing consistency across views and batches. (b) A
more detailed visualization of our sliding window pseudo-view
editing method through an optical flow-based propagation and
anchor-aware inpainting and repainting.

warping extensively propagates across most areas, the di-
minished timestep and fewer diffusion steps contribute to
efficient inpainting while preserving the original data dis-
tribution. To control the extent of alterations for specific
edits, we calibrate the classifier-free guidance weights for
each scene, defined as ST and SI for the text instruction
and original image, respectively. For object-focused edit-
ing tasks, We set SI= 1.5 and ST = 7.5, whereas, for style
transfer tasks, the settings are SI= 1.5 and ST = 9.5. The
number of iterations varies in different scenes shown in the
paper. Due to the parallelization strategy, we don’t need
to trade off between NeRF training and image editing, thus
we use 15,000 iterations for monocular scenes and 25,000
iterations for multi-camera scenes (with over 1000 images
each). While each experiment is conducted on 2 NVIDIA
A40 GPUs, most scenes converge to a fine-grained edited
scene within 1.5 hours.

C. Discussion

C.1. Limitations

The major limitation of our Instruct 4D-to-4D is rooted in
the limitation of IP2P [1] – given that Instruct 4D-to-4D
edits scenes by distilling from IP2P, its editing capability is
capped by IP2P. We will fail in the failure cases of IP2P, and
perform poorly if IP2P does so. In addition, as we are using
the original IP2P without fine-tuning, we lose the ability to
leverage the per-scene information to facilitate editing. On
the other hand, we benefit from the high efficiency of such
a training-free pipeline.

Moreover, without input of 3D geometry information or
4D movement information, IP2P is unaware of any 3D/4D
information, including position, geometry, and timestep. It
can only infer the correlation between frames using cross-
attention modules based on the RGB images, which might

be inaccurate and lead to inconsistent editing results. Note
that the source of consistency in Instruct 4D-to-4D is pri-
marily the cross-attention module, which is a soft mecha-
nism without supervision or enforcement. While Fig. ??
shows that our IP2P can generate consistent editing results
under certain situations, this is not always guaranteed.

Some instructions may indicate shape editing. Instruct
4D-to-4D could only perform simple shape editing where
the modification is near the surface, e.g., ‘change the cat to a
fox’ which slightly changes the head shape. Instruct 4D-to-
4D does not support aggressive shape editing, e.g., ‘remove
the cat,’ like most of the instruction-guided 3D scene editing
methods, or editing the movement of an object.

C.2. Future Directions

One possible future direction is to support per-scene train-
ing, e.g., fine-tuning RAFT for more accurate optical flow
prediction, augmenting IP2P to support 3D and 4D informa-
tion, etc. This could lead to a more powerful IP2P towards
more consistent 4D editing.
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