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1. Preliminaries: Stable Diffusion

As a SOTA diffusion model, Stable Diffusion [7] consists
of an autoencoder A containing encoder E and decoder D, a
U-Net ϵθ with trainable parameter θ, and a CLIP encoder T .
During training, the encoder E maps a training image I ∈
RH×W×3 from pixel space to the latent space in Rh×w×4,
where h = H

8 and w = W
8 . Then, ϵθ is trained using the

following loss function:

L = EE(I),ϵ∼N (0,1),t[∥ϵ− ϵθ(zt, t, c)∥22], (1)

where t represents the time step, c = T (Y ) is the condi-
tion extracted from caption Y , zt is the latent E(I) with
Gaussian noise ϵ ∼ N (0, 1) added stochastically. During
inference, a latent is sampled from Gaussian noise, which
is then denoised by ϵθ under the guidance of c for T time
steps. Finally, the decoder D maps the denoised latent back
to the pixel space to get the generated image.

2. More Details about Datasets

We conducted experiments on the DeepFashion Multi-
modal [6], SHHQ [3] and VITON-HD [2] datasets:
• DeepFashion-Multimodal contains 12,701 full-body im-

ages and their corresponding text descriptions. Follow-
ing FashionTex [5], we randomly divided the images into
11,265 for the training set and 1,136 for the testing set.

• SHHQ is composed of 40,000 full-body images, with the
first 35,000 images used as the training set, and the re-
maining as the testing set.

• VITON-HD comprises 11,647 images for the training set
and 2,032 images for the testing set.

3. More Details about Feature Clustering

As mentioned in Sec. 4.2 of the main paper, we cluster the
CLIP features into eight categories to balance their contri-
butions. For this purpose, we compute the average cluster
groups over 40,000 pieces of clothing and apply the same
grouping strategy to all samples, which is not only effective
in identifying representative features but also computation-
ally efficient.

4. More Details about User Study
To complement Tables 2 and 4 of the main paper, we use
a different method for comparison which assigns numerical
scores to the rankings as follows: For n methods, the 1st
rank gets n points, 2nd rank gets n− 1 points, and 3rd rank
gets n−2 points, etc. As shown in Table 1, our method still
receives the highest average score compared to SOTA ones,
indicating that our method is the most favorable by users.

5. Additional Qualitative Results
ucVTON. Figs. 1, 2, 3 and 4 show additional qualitative
results of our method using different style and texture con-
ditions, which further demonstrates its robustness and gen-
eralizability. Moreover, Figs. 1 and 2 use the same style
inputs, but with the texture inputs in reversed order. This
demonstrates that our method successfully disentangles the
texture from the input texture images without being affected
by their styles.
Demo. We include a demo in the supplementary materials
to explain our idea in a more intuitive way.
Texture Transfer. In Fig. 5, we show additional results
on garment texture transfer, which further demonstrates that
our method achieves excellent texture transfer results on a
wide range of texture patterns (e.g., pure color patterns, flo-
ral patterns, stripe patterns and plaid patterns).
In-shop Virtual Try-on. As Fig. 6 shows, our method
achieves comparable results to SOTA ones.

6. Limitations and Future Work
For future work, we plan to explore adding user controls
over garment shape and fit to further improve the virtual
try-on experience. We hope our work will inspire more re-
search into unconstrained VTON to enable highly customiz-
able and personalized outcomes.
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Figure 1. More results of our ucVTON. Red text: style for upper part; Blue text: style for lower paer; Red box: texture for upper part; Blue
box: texture for lower part.



Figure 2. More results of our ucVTON. Red text: style for upper part; Blue text: style for lower paer; Red box: texture for upper part; Blue
box: texture for lower part.



Figure 3. More results of our ucVTON. Red text: style for upper part; Blue text: style for lower paer; Red box: texture for upper part; Blue
box: texture for lower part.



Figure 4. More results of our ucVTON. Red text: style reference; Red box: texture reference.



Figure 5. Visual comparison on garment texture transfer.

Methods Style Texture patch Garment
M ↑ R ↑ M ↑ R ↑ M ↑ R ↑

Texture Reformer[8] – – 2.58 1.64 1.77 0.93
Paint-by-Example [9] – – 1.88 2.41 1.10 1.76

PIDM[1] – – – – 2.56 1.98
FashionTex [5] 1.24 1.66 1.72 2.14 – –

Text2Human [4] 1.89 1.59 – – – –
Ours 2.86 2.77 3.81 3.82 3.52 3.53

Table 1. Additional user studies to objectively compare our methods with others at style fidelity, texture fidelity and image naturalness.
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Figure 6. The comparison of virtual try-on based on in-shop cloth.
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