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Supplementary Material

Summary
In the supplementary material, we extensively present the
closed-form solution derivation for the data subproblem and
discuss the theoretical foundation of diffusion as a generative
denoiser prior. Moreover, we address the enhancements in
convergence speed and reconstruction quality resulting from
the implementation of the acceleration algorithm. Simulta-
neously, this supplementary material provides an extensive
visual comparison among three methods for diffusion adap-
tation in MSI. Additionally, we offer a comparative analysis
of our DiffSCI method against the current state-of-the-art
(SOTA) method using both simulation and real datasets.

Appendix Section

1. HQS-based Sampling
The inversion problem of SCI can be modeled as:

x̂ = argmin
x

1

2
∥y −Φx∥2 + λP(x), (1)

where λP(x) denotes the prior term with regularization pa-
rameter λ. By adopting HQS algorithm [3] and introducing
an auxiliary variable z to decouple the inversion problem,
Eq. (1) can be solved by minimizing the following problem:

Lµ(x, z) =
1

2
||y −Φx||2 + λP(z) +

µ

2
||z− x||2, (2)

where µ is a penalty parameter. Thus, the problem can be
solved by iteratively solving following two subproblems:

xk+1 = argmin
x

∥y −Φx∥2 + µ∥x− zk∥2, (3)

zk+1 = argmin
z

µ

2
∥z− xk+1∥2 + λP(z). (4)

1.1. Closed-form Solution to Data Subproblem

The closed-form solution of Eq. (3) can be easily found
as [1, 4]:

xk+1 = (ΦTΦ+ µI)−1(ΦTy + µzk), (5)

where I is an identity matrix. Due to the diagonal structure
of ΦΦT in image-plane coding, the calculation of (ΦTΦ+
µI)−1 can be done efficiently using the matrix inversion
lemma (Woodbury matrix identity) [2], i.e.,

(ΦTΦ+ µI)−1 = µ−1I− µ−1ΦT (I+ µΦΦT )−1Φµ−1.
(6)

In SCI system, specifically in the coded aperture snapshot
spectral compressive imaging (CASSI) systems, the ΦΦT is
a diagonal matrix, so that Eq. (5) can be simplified and the
final solution is [1, 4]:

xk+1 = zk +ΦT [y −Φzk]⊘ [Diag(ΦΦT ) + µ]. (7)

where Diag(·) extracts the diagonal elements of the en-
sured matrix, ⊘ denotes the element-wise division of
Hadamard division. Let Diag(ΦΦT )

def
= [ψ1, ψ2, ..., ψn],

y = [y1, ...yn]
T , and [Φzk]i denote the ith element of vec-

tor Φzk [1]. Then Eq. (7) can be rewritten as:

xk+1 = zk +ΦT [
y1 − [Φzk]1
µ+ ψ1

, ...,
yn − [Φzk]n
µ+ ψn

]T . (8)

In this way, xk+1 can be updated efficiently.

1.2. One Step Reverse Diffusion Step

Each reverse step t of conditional diffusion can be treated
as solving the MAP prediction problem with βt as the noise
level:

x̂t = argmin
xt

1

2
∥y −Φxt∥2 + λP(zt),

s.t. zt = xt =
√

1− βtzt−1 +
√
βtϵ.

(9)

With HQS trick, Eq. (9) can be decoupled into two subprob-
lems similar to Eq.(3) and Eq.(4) as:

x̃t = argmin
xt

∥y −Φxt∥2 + µ∥xt − z̃t∥2, (10)

z̃t = argmin
zt

1

2(
√
λ/µ)2

∥zt − x̃t∥2 + P(zt), (11)

where σt =
√
λ/µ, and it denotes as relative noise level

between xt and zt with σt =
√

βt

1−βt
.

We assume that x̃(b)
t is the three-channel image obtained

by WM(Bb) for spectral band b of the MSI at timestep t. To
establish connection between Eq. (11) and one step reverse
diffusion, Eq. (11) can be rewritten as:

z̃
(b)
t−1 = argmin

z
(b)
t−1

1

2( βt

1−βt
)
∥
√
1− βtz

(b)
t−1 +

√
βtϵ− x̃

(b)
t ∥2

+ P(
√
1− βtz

(b)
t−1 +

√
βtϵ).

(12)



Note that ∇xP(x) = −∇x log p(x) = −sθ(x), we have

√
1− βtz̃

(b)
t−1 +

√
βtϵ ≈ x̃

(b)
t +

βt
1− βt

sθ(x̃
(b)
t , t), (13)

which can be obtained by minimising the first order approx-
imation on the Right-hand side of Eq. (12). Meanwhile, it
can be treated as a gradient step with step length βt

1−βt
. So

that we can solve z̃
(b)
t−1 as:

z̃
(b)
t−1 =

1
√
1− βt

(x̃
(b)
t +

βt

1− βt
sθ(x̃

(b)
t , t)) +

√
βt√

1− βt
ϵ0

=
1

√
1− βt

(x̃
(b)
t + [βt + o(βt)]sθ(x̃

(b)
t , t)) + [(

√
βt + o(

√
βt)]ϵ0

≈
1

√
1− βt

[(x̃
(b)
t + βtsθ(x̃

(b)
t , t)] +

√
βtϵ0,

(14)
where ϵ0 = −ϵ is also obeying N(0, I) and βt is set as a
linear schedule from (0.1/1000) to (20/1000). Eq. (14) is
same as one step reverse of DDPM. Then we can get z̃t−1

through combining each z̃
(b)
t−1 which b ∈ [1, B].

1.3. Acceleration algorithm

The idea of the acceleration algorithm we use is residual
accumulation. By introducing an additional momentum term
y1, an inertia is introduced in the parameter update, so that
the parameter update is not only affected by the current
gradient, but also by the gradient of the previous steps. As
Momentum’s accelerated update rules:

vn+1 = βvn +∇f(xn) (15)
xn+1 = xn − αvn+1, (16)

where vn is the momentum term i.e. y1 and α is the learning
rate i.e. sc in our acceleration algorithm. The performance
improvement resulting from the acceleration algorithm is
shown in Table 1.

Table 1. Avg PSNR, SSIM and time of sampling with and without
acceleration on simulation dataset

sampling w/o acc sampling w/ acc
Avg PSNR (db) 29.92 35.28 ↑ 5.36

Avg SSIM 0.826 0.916 ↑ 0.09
Avg Time (s) 925.3 730.5 ↑ 194.8

2. Additional Visual Results
In this section, we provide more visualisation examples for
the simulation and real datasets to demonstrate the capabili-
ties of our approach.

2.1. Results on Simulation Dataset

2.1.1 Comparison among Three Methods

In this section, we provide more visual examples to show
that our proposed Wavelength Matching (WM) approach

has a significant improvement over the Non-overlapping
Bands Method and Spectral Correlation Modelling Method.
The Spectral Correlation Modelling Method improves the
reconstruction quality compared to selecting three Non-
overlapping Bands Method, however, the wavelength mis-
match leads to poor reconstruction in the forward bands,
which is shown in Fig. 1 and Fig. 2. Our proposed WM
method provides better recovery of the forward bands com-
pared to the previous two methods.

2.1.2 Comparison with Other SOTA Methods

We conduct additional comparative experiments with current
SOTA methods. As shown in Fig. 3 and Fig. 4, we find that
our DiffSCI allows for better reconstruction in low-light and
sharp-edged scenes, e.g., in Scene 7, we can observe that the
clarity of the boundary lines and the fidelity of the colours
are better than in other methods. Meanwhile, in Scene 8,
our DiffSCI method even reconstructs the gaps between the
blocks that other methods can’t.

However, our DiffSCI method still has some limitations.
As shown in Fig. 4, the reconstruction of Scene 10 is un-
satisfactory. The reason behind this is due to the fact that
diffusion is an unconditional generative model, whereas our
approach turns it into a conditional generative model by
means of using data proximity. Nevertheless this conditional
constraint is not enough to accomplish a better reconstruc-
tion of structurally complex regions.

2.2. Results on Real Dataset

2.2.1 Comparison with Other SOTA Methods

In this section, we provide more examples of visualisations
of real datasets to illustrate the superior performance of our
DiffSCI approach. As shown in from Fig. 5 to Fig. 8, our
DiffSCI method is able to reconstruct the structural outline
better compared to current methods. However, artifacts still
appear in the reconstruction results due to the interference
of noise, which will be a concern for subsequent research.
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Figure 1. Visual comparison among three methods at 487nm and 536.5nm wavelengths on Scene 1 to Scene 5 in KAIST dataset.Two
columns on the left: selecting Non-overlapping Bands Method, Middle two columns: Spectral Correlation Modelling Method, Two
columns on the right: WM Method.
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Figure 2. Visual comparison among three methods at 487nm and 536.5nm wavelengths on Scene 5 to Scene 10 in KAIST dataset.Two
columns on the left: selecting Non-overlapping Bands Method, Middle two columns: Spectral Correlation Modelling Method, Two
columns on the right: WM Method.



Scene 3

GT Patch ADMM-Net CST-L+ DGSMP DIP-HSI GAP-Net HDNet

HLRTF λ-Net MST-L MST++ PnP-CASSI TSA-Net DiffSCI

Scene 4
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HLRTF λ-Net MST-L MST++ PnP-CASSI TSA-Net DiffSCI

Scene 5

GT Patch ADMM-Net CST-L+ DGSMP DIP-HSI GAP-Net HDNet

HLRTF λ-Net MST-L MST++ PnP-CASSI TSA-Net DiffSCI

Scene 6
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HLRTF λ-Net MST-L MST++ PnP-CASSI TSA-Net DiffSCI
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Figure 3. Visual comparison from Scene 3 to Scene 7 of KAIST dataset.



Scene 8
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HLRTF λ-Net MST-L MST++ PnP-CASSI TSA-Net DiffSCI

Scene 9
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Scene 10

GT Patch ADMM-Net CST-L+ DGSMP DIP-HSI GAP-Net HDNet

HLRTF λ-Net MST-L MST++ PnP-CASSI TSA-Net DiffSCI
Figure 4. Visual comparison from Scene 8 to Scene 10 of KAIST dataset.

RGB Ref. Meas CST-L DGSMP GAP-Net HDNet
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Figure 5. Visual comparison of SCI reconstruction methods on Scene 2 of real dataset at wavelength 487nm.
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Figure 6. Visual comparison of SCI reconstruction methods on Scene 3 of real dataset at wavelength 575.5nm.

RGB Ref. Meas CST-L DGSMP GAP-Net HDNet

HLRTF λ-Net MST-L MST++ TSA-Net DiffSCI
Figure 7. Visual comparison of SCI reconstruction methods on Scene 4 of real dataset at wavelength 536.5nm.

RGB Ref. Meas CST-L DGSMP GAP-Net HDNet

HLRTF λ-Net MST-L MST++ TSA-Net DiffSCI
Figure 8. Visual comparison of SCI reconstruction methods on Scene 5 of real dataset at wavelength 648nm.
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