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A. Literature Survey

To thoroughly survey the CVPR and ICCV, we adhered to
the following procedure. We systematically searched for all
papers presented at the CVPR or ICCV conferences from
2013 onwards that encompassed keywords such as ”age”,
”aging”, ”face”, ”facial”, and ”ordinal” in their titles. We
excluded papers that primarily focused on face detection,
recognition, or editing, as our specific focus was on age es-
timation. However, we retained papers that addressed the
learning of facial representations (such as unsupervised pre-
training and clustering), as they could evaluate the quality
of their representations on the age estimation task.

Subsequently, we meticulously reviewed the remaining
papers to determine whether they centered around age es-
timation. We documented the datasets employed by these
papers and their data partitioning strategies. Additionally,
we extended our survey to include age estimation literature
from other conferences that were referenced by the afore-
mentioned papers.

Our estimates, based on the surveyed literature, indicate
that approximately 70% of the papers that attempt to im-
prove age estimation follow this approach. Only a minority
of these papers adequately ablate the impact of the proposed
modifications. Most of the remaining papers suggest mod-
ifications to the training procedure, backbone, or aspects of
the data pipeline.

B. Compared Methods

This paper compares various recent age estimation methods
utilizing feedforward neural networks which receive an im-
age x ∈ X and output an age estimate y ∈ Y . We focus
solely on age estimation methods that modify the standard
classification approach by changing the last few layers of
the neural network or the loss function. Although this may
appear restrictive, it is essential to note that a majority of
the methods proposed in the field fall into this category. By
comparing methods that modify only a small part of the net-
work, we aim to ensure a fair evaluation, as the remaining
setup can be kept identical. Some recent methods, such as
Moving Window Regression proposed by Shin et al. [17],
were therefore omitted from this study.

Traditionally, age estimation relied on classification and
regression-based approaches. However, these methods of-
ten overlook the inherent ordinal nature of age. In multi-
class classification, misclassifications are treated equally,
even though some age predictions may be more accurate

than others. On the other hand, regression approaches can
predict nonsensical and even negative age values. Ordinal
regression has therefore emerged as a well-motivated ap-
proach to address these limitations. Unlike classification,
where the labels merely represent categories, ordinal regres-
sion utilizes labels that provide sufficient information to or-
der the objects. Below, we provide a concise overview of
recent age estimation and ordinal regression approaches.

Classification The conventional classification approach
still remains popular in the literature. For instance, Rothe et
al. [16] achieved victory in the ChaLearn LAP 2015 chal-
lenge on apparent age estimation [5] with a model that em-
ployed cross-entropy to learn the posterior age distribution.

Extended Binary Classification Niu et al. [13] (OR-
CNN) follow the approach proposed by Li and Lin [9] and
transform the ordinal regression task into multiple binary
classification sub-problems. For each age value yk ∈ Y ,
they construct a binary classifier to predict whether the true
age y ∈ Y of a sample x ∈ X is larger than yk. Cao
et al. [2] (CORAL) modify this approach by restricting
the hypothesis class such that the binary classifier predic-
tions are consistent, i.e., the predicted probabilities satisfy
p(y > yk|x) ≥ p(y > yk+1|x); ∀k.

Fixed Distribution Learning Gao et al. [7] (DLDL) ap-
proach the task as multi-class classification. However, they
encode the label distribution as a normal distribution cen-
tered at the true label. Dı́az and Marathe [4] (SORD) ap-
proach the task similarly, but encode the label distribution
as a double exponential distribution centered at the true la-
bel. In a follow up to their work [7], Gao et al. [8] (DLDL-
v2) propose to also minimize the difference between (i) the
true label y ∈ Y , and (ii) the expectation Eŷ∼f(x)[ŷ] of the
model output distribution f(x).

Adaptive Distribution Learning An approach emerging
in recent years is not to model a specific distribution, such
as normal or double exponential distribution, but instead,
to constrain the model by some statistical measure or a
condition. Pan et al. [14] (Mean-Variance) approach the
task as standard multi-class classification, but design a loss
function that (i) minimizes the squared difference between
the expectation Eŷ∼f(x)[ŷ] and the true label y ∈ Y , and
(ii) minimizes the variance Eȳ∼f(x)

[
(ȳ − Eŷ∼f(x) [ŷ])
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Evaluation
Dataset

Annotations

EM-CNN [6] FP-AGE [11]

AgeDB 6.44 6.30
AFAD 6.86 7.23
CACD2000 5.81 5.90
CLAP2016 6.24 5.53
FG-NET 10.32 6.09
MORPH 4.94 5.30
UTKFace 8.31 6.26
Overall 6.28 6.36

IMDB 4.90 5.15

Table 1. MAE ↓ of ResNet-50 trained on IMDB-WIKI with clean
age labels from (i) EM-CNN [6], and (ii) FP-AGE [11]. Results
on IMDB-WIKI are not included in the Overall result.

the model output distribution f(x). Similarly, Li et al. [10]
(Unimodal) design a loss function (i) which constrains the
model to output unimodal distributions, and (ii) concen-
trates the output distribution around the true label y ∈ Y .

Note on Prediction Strategy Note that for all meth-
ods which model the posterior distribution p(y|x), namely
(i) cross-entropy, (ii) DLDL [7], (iii) DLDL-v2 [8],
(iv) SORD [4], (v) Mean-Variance loss [14], and (vi) Uni-
modal loss [10], we use the optimal plugin Bayes predictor
for MAE loss, i.e., we predict argminy Eŷ∼f(x)[|y − ŷ|].
For regression, we use the absolute error as the loss func-
tion.

C. Additional Comments
Pre-training For some experiments, we pre-train the
models on IMDB-WIKI. However, it is important to note
that the labels (bounding box, identity, age) in the IMDB-
WIKI dataset are known to be noisy. To mitigate this prob-
lem, Lin et al. [11], and Franc and Čech [6] attempted to
clean the labels. To assess the quality of these labels, we
trained ResNet-50 models on the dataset using the labels
proposed by Lin et al. [11] and Franc and Čech [6], and
evaluated the models’ performance on the other datasets
[1, 3, 12, 13, 15, 18]. The results are presented in Tab. 1.
Both models achieved similar results, so the choice of la-
bels between [6, 11] is in our opinion arbitrary. Due to a
slightly lower overall Mean Absolute Error (MAE), we de-
cided to use the labels from Franc and Čech [6] for model
pre-training in this paper.

Comment on Task Uncertainty The irreducible Bayes
error of the age estimation task is contingent on the spe-
cific formulation. When estimating the real age from an
observation xi, the label yi is a realization of the distribu-

tion p(y |x), a random variable. The observation xi does
not contain all the necessary information about the person’s
genetics, lifestyle, etc., and the Bayes error is non-zero. In-
terestingly, when estimating the apparent age, the Bayes
error can be 0. Specifically, when the label is defined as
yi = Eŷi∼p(y | x)[ŷi], which is not a random variable. Ap-
parent age is by definition the expected annotation provided
by observers. Therefore the observation xi must necessar-
ily contain all the information used to generate the label.
The process of dataset collection provides further insight.
For AgeDB, AFAD, and CACD2000, the age label is de-
fined as the year when the photo was taken minus the year
of birth. Two individuals born on December 31st and Jan-
uary 1st would thus have different age labels, even though
they were born just a day apart. The year taken and the
year born can also be noisy. For instance, AFAD collects
data from a social network with a minimum age require-
ment of 15, without verifying the actual age of the users.
CLAP2016, FG-NET, and MORPH use the legal age as the
age label. Still, uncertainty arises from the discrete nature
of the label. For UTKFace, the labels are estimated by DEX
[16], and manually verified. Therefore, DEX should attain
zero error on UTKFace.

Implementation Our implementation, including data an-
notations and splits, is available in the supplemen-
tary material. Due to file size limitations, annota-
tions for IMDB-WIKI are not included. All materi-
als mentioned are also accessible on our GitHub repos-
itory: https://github.com/paplhjak/Facial-Age-Estimation-
Benchmark.
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