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Supplementary Material

A. Derivation of the Definition
Definition 4.1. (T-product) For A ∈ Rn1×n2×n3 and B ∈
Rn2×l×n3 , the T-product C ∈ Rn1×l×n3 = A∗B is defined
as:

C = A ∗ B = fold(bcirc(A) · unfold(B)), (S-1)

where

bcric(A) =


A(1) A(n3) · · · A(2)

A(2) A(1) · · · A(3)

...
...

. . .
...

A(n3) A(n3−1) · · · A(1)

 , (S-2)

unfold(A) = [A(1),A(2), · · · ,A(n3)]T , (S-3)
fold(unfold(A)) = A, (S-4)

A(i) denotes the i-th frontal slice A(:, :, i) of A.
Derivation. According to [25], the block circulant matrix
in Eq. (S-2) can be block diagonalized by using Discrete
Fourier Transform (DFT) matrix Fn3 as:

(Fn3
◦ In1

) · bcric(A) · (F−1
n3

◦ In1
) = Ā (S-5)

where

Ā =

Ā
(1)

. . .
Ā(n3)

 ∈ Rn1n3×n2n3 (S-6)

is a block diagonal matrix and its i-th block Ā(i) is the
i-th frontal slice of tensor Ā which can be obtained by
performing DFT of A along the 3-rd dimension, ◦ de-
notes the Kronecker product. According to the definition
of the frontal-slice-wise product, the T-product in Eq. (S-1)
is equivalent to the matrix-matrix product in the DFT do-
main. In mathematics, the DET of A is formulated as:
Ā = DFT(A) = A×3Fn3 . Similarly, the inverse DFT of Ā
is derived as: A = DFT−1(Ā) = Ā×3F

−1
n3

. By the detailed
theoretical analysis in [14], the DFT has been extended to a
general invertible linear transform S with an invertible lin-
ear transform matrix S. In mathematics, the invertible lin-
ear transform of A is formulated as: Ā = S(A) = A×3 S.
Similarly, the inverse transform of Ā is derived as: A =
S−1(Ā) = Ā ×3 S. ■

B. Learning Algorithm of HL
Parametrization & Forward Propagation. The hyper-
complex net (HL) differs from the real-valued linear net

(i.e., a linear projection head) in the generation of its pa-
rameters W ∈ RV×V . In the HL framework, we define H̃a

and H̃b as the two weights of an element Hi, as follows:

H̃a = a01 + a1j1 + · · ·+ aN−1jN−1 (S-7)

H̃b = b01 + b1j1 + · · ·+ bN−1jN−1. (S-8)

Then, we can update Hi via Hamilton product, which is
formulated as follows:

Hi =H̃a ⊗ H̃b

=(a0b0 + · · ·+ a0bN−1jN−1)1+

(a1b0 + · · ·+ a1bN−1jN−1)j1+

· · ·
(aN−1b0 + · · ·+ aN−1bN−1jN−1)jN−1. (S-9)

Denote c0 = a0b0 + · · · + a0bN−1, c1 = a1b0 + · · · +
a1bN−1, · · · , cN−1 = aN−1b0 + · · · + aN−1bN−1. Fol-
lowing the specific rule in [7], we amalgamate these coef-
ficients into a real-valued matrix, subsequently deriving W
as follows:

W =


c0 −c1 · · · cN−1

c1 c2 · · · c0
· · · · · · · · · · · ·

cN−1 −c0 · · · cN−2,

 (S-10)

where N is usually less than or equal to V , Ci ∈ R V
N × V

N .
Considering M and M̃ as the input and output respectively,
the forward propagation through the linear projection head
F , parameterized by W, is formulated as follows:

M̃ = F(M;W). (S-11)

Backward Propagation. In the backward propagation pro-
cess of the HL, we need to update each weight. To this end,
we define the gradient w.r.t. a loss L for each weight as
∆

H̃a
= ∂L

∂H̃a
, ∆

H̃b
= ∂L

∂H̃b
, respectively. Then,

∆
H̃a

=
∂L

∂H̃a

1 +
∂L

∂H̃a

j1
+ · · ·+ ∂L

∂H̃a

jN−1
, (S-12)

∆
H̃b

=
∂L

∂H̃b

1 +
∂L

∂H̃b

j1
+ · · ·+ ∂L

∂H̃b

jN−1
, (S-13)

where each term is then computed by applying the chain
rule. According to the standard hyper-complex backward
propagation rule [17], each weight is updated as follows:

H̃a = H̃a − λ∆
H̃a

, H̃b = H̃b − λ∆
H̃b

, (S-14)

where the parameter λ is correlated with the learning rate.
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Figure S-1. Qualitative segmentation results on four datasets, i.e., (a) remote sensing image segmentation on SONAR dataset [19],
(b) medical image segmentation on BRAST [1] dataset, (c) medical image segmentation on MOMO [2] dataset, and (d) medical image
segmentation on SPLEN [2] dataset. “Lightweight”: freezes all the backbone parameters and only tunes SAM’s lightweight mask decoder.
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(a) Initialization
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(b) TRCAN [8]
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(c) NWPU [4–6]
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(d) ADOME [16]

Figure S-2. Visualization of Relation Matrix (RM) on three datasets. Initialization: we initialize the RM as a diagonal matrix.

C. Extension Experiments

As shown in Table. S-1, our method is easily plugged into
various PEFT methods and achieves higher accuracy with
very few extra parameters.
Visualizations. we present more visual comparisons of our
representative segmentation examples with those from two
baseline models, i.e., LORA [9] and Adaptformer [3], as
shown in Fig. S-1. These results further underscore the en-
hanced precision in segmentation achieved by our methods.
Fig. S-2 shows the different distribution w.r.t. various sce-
narios. The above result suggests that our relation matrix
captures valuable cross-block information.

D. Datasets and Hyper-parameters

Datasets. To validate the effectiveness of our SAM-
COBOT, we conduct experiments on fine-tuning SAM [11]
to 10 datasets.
(1) COCO2017 (COCO) [13]. The COCO dataset com-
prises 118,287 natural images in the training set and 5,000
natural images in the validation set for natural image seg-
mentation. We fine-tune SAM on the training set and eval-
uate its efficacy on the validation set.
(2) TRASHCAN (TRCAN) [8]. The TRCAN dataset con-
sists of 6008 underwater trash images in the training set and
1204 underwater trash images in the validation set for natu-



Method Param(M) ADOME NWPU TRCAN
LST 7.91 86.5 ± 0.2 80.9 ± 0.1 70.7 ± 0.2

VPT 0.10 87.7 ± 0.2 81.8 ± 0.2 71.5 ± 0.1

Attention-tuning 28.44 90.8 ± 0.1 84.9 ± 0.1 74.0 ± 0.1
AT+Ours 28.47 91.0 ± 0.1 85.2 ± 0.2 74.3 ± 0.1

SSF 0.27 88.5 ± 0.3 81.9 ± 0.1 73.0 ± 0.2
SSF+Ours 0.34 90.6 ± 0.5 82.8 ± 0.2 73.5 ± 0.1

BitFit 0.10 86.3 ± 0.1 80.6 ± 0.1 72.1 ± 0.1
BitFit+Ours 0.17 89.7 ± 0.5 82.0 ± 0.1 73.1 ± 0.1

Table S-1. Additional comparisons with various PEFT meth-
ods, e.g., LST [20], VPT [10], Attention-tuning [21], SSF [12],
BitFit [23], on three datasets.

ral image segmentation. We fine-tune SAM on the training
set and evaluate its efficacy on the validation set.
(3) NWPU VHR-10 (NWPU) [4–6]. The NWPU dataset
comprises 650 images for remote sensing image segmenta-
tion. As recommended in [6], we allocate 70% of the im-
ages for fine-tuning and the remaining 30% for evaluation.
(4) SAR Ship Detection Dataset (SSDD) [24]. The SSDD
dataset comprises 812 SAR Ship images in the training set
and 348 SAR Ship images in the validation set for remote
sensing image segmentation. We fine-tune SAM on the
training set and evaluate its efficacy on the validation set.
(5) Marine Debris dataset (SONAR) [22]. The SONAR
dataset comprises 1000 marine debris images for training,
251 marine debris images for validating and 617 marine de-
bris images for testing. We fine-tune SAM on the training
set and evaluate its efficacy on the testing set.
(6) CT Abdominal organ (ADOME) [16]. The ADOME
dataset comprises 50 labeled 3D CT images for medical im-
age segmentation. Following [15], we split 80% of the im-
age slices for fine-tuning and 20% for testing.
(7) Spleen (SPLEN) [2] & (8) Cardiac (MOMO) [2]. The
SPLEN dataset contains 61 3D CT volumes for spleen seg-
mentation and the MOMO dataset contains 30 3D Mono-
modal MRI volumes for left atrium segmentation, they
are both from the Medical Segmentation Decathlon chal-
lenge [2]. Following default setting [2], we split 80% of the
image slices for fine-tuning and 20% for testing.
(9) Breast Ultrasound (BRAST) [1]. The breast ultra-
sound dataset contains 210 malignant breast ultrasound im-
ages. Following default setting [1], we split 80% of the
image slices for fine-tuning and 20% for testing.
(10) Segrap (SEGRAP) [18] The SEGRAP dataset con-
tains 120 3D CT scans for gross target volume of nasophar-
ynx (GTVnx) segmentation. Following default setting [18],
we split 80% of the image slices for fine-tuning and 20%
for testing.
Hyper-parameters. We set r = 4 (i.e., rank) in LoRA [9]
and r = 16 (i.e., dimension of hidden space) in Adapt-
former [3], when employing these methods as our base-

line models. For the suprasphere introduced intra-block en-
hancement module, we set N = 4. Regarding the addi-
tional parameters introduced in the two modules of SAM-
COBOT, we follow VPT [10], and search for a superior
hyper-parameter in terms of learning rate from a learning
rate list: {1.25× 10−6,1.25× 10−5,1.25× 10−4} for med-
ical image segmentation, and {10−4,10−3,10−2} for other
scenarios.
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