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Figure 1. CAM generated by dual teachers at various stages of
training: (a) and (b) represent CAM from the RGB and thermal
teacher models, respectively, during the early stages of training,
whereas (c) and (d) are CAM from the same models at later stages
of training.

1. Class Activation Mapping

Class Activation Map (CAM) [8] is an algorithm that gen-
erates heatmaps highlighting the critical regions in an im-
age for a particular class. Grad-CAM [7] is an improved
version of CAM that can be applied across various net-
work architectures. To illustrate the distinctions between
the two teacher models in the initial stages, we employ
Eigen-CAM [5], an advanced version of Grad-CAM.

As shown in Fig. 1 (a) and (b), during the early stages of
training, the RGB teacher and the Thermal teacher show
different activation maps. In the later training steps, as
shown in Fig. 1 (c) and (d), the activation mappings become
similar and focus more on the object. This demonstrates the
effectiveness of our proposed method in narrowing the gap
between the RGB and Thermal domains, as well as enhanc-
ing the accuracy of object recognition.

2. Performance Changes Across Iterations

We plot performance changes of RGB teacher, thermal
teacher, and a student across iterations, representing an op-
timization trend in Fig. 2. The zig-zag patterns are changed

Figure 2. Performance changes.

HT AT Ours
50.4 50.9 51.7

Table 1. Cityscapes [1]→Foggy Cityscapes [6].

Dual-Teachers Zigzag-Learn Incor-Know mAP
✓ ✓ 67.92
✓ ✓ ✓ 69.30

Table 2. Ablation test for components of the proposed method.

at 20k and 30k iterations. In early stages, RGB teacher out-
performs thermal teacher, because we provide more train-
ing chances to RGB teacher with labels, then reverses in the
middle stages. In the final, their performances converge to
similarity, indicating a reduced domain gap. We also note
fluctuations in the student’s performance, ultimately show-
ing improvement in the upper-right direction. This result
demonstrates the stability of our method and we only use
thermal teacher for inference.

3. RGB DA Benchmark

We present a new experiment in Table 1.Our performance
has higher mAP than the latest work (e.g., HT [3], AT [4]).
Note that our primary focus is on adapting from RGB do-
main to thermal domain, rather than within RGB domain
itself.

4. Effect of Zigzag-Learn

We conduct the ablation test for checking the performance
improvement (+1.38%) of Zigzag-Learn in Table 2.



AT [4] Ours
61.90 69.30

Table 3. RGB→Thermal in FLIR.

Figure 3. KAIST RGB and thermal images illustrating disparities
between the two domains. Evaluation is conducted without the use
of this paired information.

5. Novel Approach in Domain Adaptation with
Dual Teachers

The existing methods [2, 4] are all based on a single teacher
and a single student network for DA. However, we use
two teachers, with a student sequentially adopting to each
teacher from RGB and thermal domains. Note that a simple
extension from a single to dual teachers does not guarantee
optimal performance. To solve this concern, we propose
our novel zigzag-learn and incor-know components. We
also conduct an ablation test, comparing ours with AT [4] in
RGB→thermal DA test. Table 3 shows that a single teacher-
based method fails to achieve satisfactory performance.

6. Pseudo-label Selection

To solve bad impact of false positives/negatives on pseudo-
label, we only employ pseudo-labels in later iterations, once
the model has attained stability with dynamically changing
λ values. We then select only top 1% pseudo-labels based
on confidence values for training the model. As shown in
Fig. 3, each modality exhibits unique characteristics, and
there is a possibility that labels given from RGB may not
align perfectly with thermal labels. This is the primary ra-
tionale for employing pseudo-labels to improve the perfor-
mance in this paper.

7. Changing λ

From iteration 10k to 20k, λ gradually increases from 0 to 1
according to the equation (Iteration - 10k)/10k. λ equals 1
for iterations greater than 20k and 0 for iterations less than
10k.

8. Visualization

To offer a clearer understanding of the D3T algorithm’s ef-
fectiveness, we present further results using images from
both the source-only model and the D3T model. We present
results using both the FLIR and KAIST datasets. The re-
sults indicate that our algorithm significantly outperforms
the source-only model, which does not utilize the UDA.

(a) Source only (b) D3T (Ours)

Figure 4. Visualization of UDA results for object detection models
on the FLIR dataset for the RGB to thermal domain: Source-only
model and our D3T model. The green, blue and red boxes repre-
sent the classes of person, bicycle and car.



(a) Source only (b) D3T (Ours)

Figure 5. Visualization of UDA results for object detection models
on the KAIST dataset for the RGB to thermal domain: Source-
only model and our D3T model. The green boxes represent the
classes of person.
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