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This supplementary material contains: 1) the Algorithm
underlying our Moving Average Sampling in Frequency do-
main (MASF); 2) more experiments on ImageNet 64×64;
3) evolution of xt

0 with respect to t; 4) visualization results.

1. Algorithm
We illustrate the algorithm of our MASF in Algorithm S.1.

Algorithm S. 1 MASF

Require: initial value xT ∼ N (0, I), x̄T+1
f = 0,wT

f =
0, (f ∈ {ll, lh, hl, hh}), variance schedule αt (t ∈
{1, 2, . . . , T}), ᾱt =

∏t
i=1 αi, denoising network ϵθ(·),

solver Solver.
MASF hyperparameters: γ, βf (t),w

t
f .

Denote Discrete Wavelet Transformation as DWT, In-
verse DWT as IDWT and element-wise multiplication
as ◦.
for t = T to 1 do
xt
0 = (xt −

√
1− ᾱtϵθ(xt, t))/

√
ᾱt

xt
ll,x

t
lh,x

t
hl,x

t
hh ← DWT (xt

0)
for f in {ll, lh, hl, hh} do
x̄t
f ← (1− γwt

f ) ◦ xt
f + γwt

f ◦ x̄
t+1
f

end for
x̃t

0 ← IDWT(βll(t)x̄
t
ll, βlh(t)x̄

t
lh, βhl(t)x̄

t
hl, βhh(t)x̄

t
hh)

xt−1← Solver (xt, x̃
t
0, t)

end for
return: x0

2. More Experiments on ImageNet 64×64
In this section, we further evaluate our MASF by leverag-
ing three pre-trained models on ImageNet 64×64 dataset in
Table S.1 using FID with 50K samples. Generally, apply-
ing MASF can boost performances across different models
(continuous time and discrete time) and various backbone
architectures.

*This work was performed at HiDream.ai.

3. Evolution of xt
0 with respect to t

To validate the efficacy of our MASF on stabilizing denois-
ing process, we further plot the evolution of xt

0 with respect
to timestep t before (Baseline) and after applying MASF.
Figure S.1 demonstrates that applying MASF can reduce
oscillation and lead to a more stable denosing trajectory.

Figure S. 1. We utilize a diffusion model from ADM pre-trained
on ImageNet-64 to sample from pure noise and capture the inter-
mediate output as denoised sample xt. We calculate xt

0 with the
noise and xt. Subsequently, we plot the pixel value of xt

0 with
respect to generative timesteps t from Baseline and our MASF, re-
spectively.

4. Visualization Results
For a more comprehensive qualitative validation of our
MASF, we present additional generated images from the
ImageNet 256×256 dataset in Figure S.2.
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Table S. 1. FID comparisons of 50K samples with different settings on ImageNet 64×64.

Model Sampler NFE
10 15 20 25

EDM Heun 33.39 6.12 4.51 3.69
EDM +MASF 27.75 5.62 4.12 3.47

U-ViT DPM-Solver++(3M) 43.71 5.31 4.41 4.32
U-ViT +MASF 29.81 4.93 4.20 3.99

ADM DPM-Solver++(2M) 7.34 4.48 3.75 3.49
ADM +MASF 6.90 4.38 3.58 3.28
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Figure S. 2. The generated images on ImageNet 256×256 by using DDIM and DDIM plus MASF with 25 NFE (number of function
evaluations).
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