
Supplementary: Making Visual Sense of Oracle Bones for You and Me

1. Task-Specific Prompts

Fig. 1 displays the prompts utilised in “Textual Contextu-
alisation” with GPT-4V [5]. This includes a detailed task
description, in-context examples, and an input oracle char-
acter. The purpose of the task description is to aid the Ψ
model in accurately grasping the objective of the task and
establishing the format for inputs and outputs. Addition-
ally, the in-context examples are instrumental in reinforcing
task-specific linguistic styles, appropriate use of terminol-
ogy, and conventional reasoning patterns.

So your task is divided into two parts:
1. If you think the pictographic meaning of this 
oracle can be split, please split it first.
2. After decomposing the elements it contains, 
summarize it in one sentence.

Please output the pictographic meaning in only one 
sentence.
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For example, the original meaning of “光” in Oracle 
is light. You need to think about how the 
construction principle of the word “光” in Oracle 
embodies light. Specifically, the word “光” in Oracle 
can be split into kneeling people and torch, so the 
pictographic meaning of it is a kneeling man holding 
a torch, symbolizing light.

Now, you are an oracle bone inscription expert.
Your task is to tell me the pictographic meaning of 
the word “休”(rest) in oracle bone inscriptions based 
on its original meaning.

A person leaning against a tree, symbolizing rest 
or relaxation.

Output

Input

Now, you are an object grounding expert. 
The image provided is an oracle bone 
script, and your task is to identify 
corresponding objects from the given 
information.

1. We are aware that it has a certain pictorial 
meaning, and through our investigation, it includes 
‘person’ and ‘tree’.
2. You can interpret this image as some abstract 
sketches. You can refer to its meaning ‘a person 
leaning against a tree, symbolizing rest or 
relaxation.’ to understand the spatial relationships 
between ‘person’ and ‘tree’.

Now, please help me identify ‘person’ and ‘tree’  
from the image! Keep in mind that they should 
preferably not overlap. Please find them separately!
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Output

Appearance layout:
person: [90, 51, 129, 408] tree: [246, 59, 174, 398]

Input

<ref>person</ref><box>(177,100),(428,898
)</box>,<ref>tree</ref><box>(482,116),(82
1,894)</box>

“休” and “光” respectively represent their Chinese names in oracle bone script.

Figure 1. The prompt utilised in “Textual Contextualisation”

Fig. 2 displays the prompts employed in “Visual Con-
straints” for Lv

i generation with QWEN-VL [2], which aims
to activate the object localisation capability of Ψ.

Fig. 3 illustrates the prompt used to acquire Lt
is with [5],

So your task is divided into two parts:
1. If you think the pictographic meaning of this 
oracle can be split, please split it first.
2. After decomposing the elements it contains, 
summarize it in one sentence.

Please output the pictographic meaning in only one 
sentence.
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For example, the original meaning of “光” in Oracle 
is light. You need to think about how the 
construction principle of the word “光” in Oracle 
embodies light. Specifically, the word “光” in Oracle 
can be split into kneeling people and torch, so the 
pictographic meaning of it is a kneeling man holding 
a torch, symbolizing light.

Now, you are an oracle bone inscription expert.
Your task is to tell me the pictographic meaning of 
the word “休”(rest) in oracle bone inscriptions based 
on its original meaning.

A person leaning against a tree, symbolizing rest 
or relaxation.

Output

Input

Now, you are an object grounding expert. 
The image provided is an oracle bone 
script, and your task is to identify 
corresponding objects from the given 
information.

1. We are aware that it has a certain pictorial 
meaning, and through our investigation, it includes 
‘person’ and ‘tree’.
2. You can interpret this image as some abstract 
sketches. You can refer to its meaning ‘a person 
leaning against a tree, symbolizing rest or 
relaxation.’ to understand the spatial relationships 
between ‘person’ and ‘tree’.

Now, please help me identify ‘person’ and ‘tree’  
from the image! Keep in mind that they should 
preferably not overlap. Please find them separately!
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Output

Appearance layout:
person: [90, 51, 129, 408] tree: [246, 59, 174, 398]

Input

<ref>person</ref><box>(177,100),(428,898
)</box>,<ref>tree</ref><box>(482,116),(82
1,894)</box>

“休” and “光” respectively represent their Chinese names in oracle bone script.

Figure 2. The prompt employed in “Visual Constraints”

aiming to trigger the spatial analysis from textual inputs in
the Ψ inspired by [4, 6].

Similarly, Fig. 4 displays the prompt employed to derive
Li with [5], designed to stimulate the multimodal spatial
analysis and visual understanding capabilities of Ψ when
processing multiple visual inputs.

2. Visual guides of Human Study
Fig. 5 illustrates examples of 28 visual guides of oi used
in human study. The diversity in these guides results from
the collected data from the website [1], varying input con-
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Now, you are an intelligent bounding box generator. 
I will provide you with a caption and your task is to 
generate the bounding boxes for the objects 
mentioned in the caption. 

Your task can be divided into mining objects first and 
then generating bounding boxes.
1. In the part of mining objects:
   You need to determine which objects are 
indispensable for understanding this caption, and you 
only need to retain these objects, and keep the 
number of control objects as small as possible. For 
example, when you find an inclusion relationship 
between elements mentioned in this caption, please 
only keep that element that covers other elements.
2. In the part of generating bounding:
    You need to note that the images are of size 
512x512, and the bounding boxes should not go 
beyond the image boundaries. Each bounding box 
should be in the format of (object name, [top-left x 
coordinate, top-left y coordinate, box width, box 
height]) and include exactly one object. Make the 
boxes larger if possible. You can make reasonable 
guesses. The layout you design should be as diverse 
as possible in terms of positioning. For example, 
among 10 groups of layouts, the positional 
relationships between multiple objects should be 
diverse, and the exchange of left and right positions 
or up and down positions should be fully covered.

Please refer to this caption combined with your 
imagination, and give me with ten layout generations 
based on different conjectures that you think are 
correct.

Caption: a person leaning against a tree, symbolizing 
rest or relaxation.
The format of the answer is :< Layout n: object 1: [x1, 
y1, w1, h1] object 2: [x2, y2, w2, h2] object n: [x3, y3, 
w3, h3] >
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Layout 1:
person: [100, 200, 100, 300] tree: [50, 50, 100, 450]
Layout 2:
person: [300, 200, 100, 300] tree: [400, 50, 100, 450]
Layout 3:
person: [150, 150, 100, 300] tree: [200, 0, 100, 512]
Layout 4:
person: [200, 150, 100, 300] tree: [0, 0, 100, 512]
Layout 5:
person: [100, 100, 100, 300] tree: [300, 100, 100, 400]
Layout 6:
person: [312, 212, 100, 300] tree: [212, 12, 100, 500]
Layout 7:
person: [400, 300, 100, 200] tree: [250, 50, 150, 462]
Layout 8:
person: [50, 300, 100, 200] tree: [300, 60, 150, 452]
Layout 9:
person: [256, 256, 100, 256] tree: [156, 0, 100, 512]
Layout 10:
person: [412, 156, 100, 356] tree: [12, 156, 100, 356]

Output

Appearance layout:
person: [90, 51, 129, 408] tree: [246, 59, 174, 398]
Semantic layouts:
Layout 1:
person: [100, 200, 100, 300] tree: [50, 50, 100, 450]
Layout 2:
person: [300, 200, 100, 300] tree: [400, 50, 100, 450]
Layout 3:
person: [150, 150, 100, 300] tree: [200, 0, 100, 512]
Layout 4:
person: [200, 150, 100, 300] tree: [0, 0, 100, 512]
Layout 5:
person: [100, 100, 100, 300] tree: [300, 100, 100, 400]
Layout 6:
person: [312, 212, 100, 300] tree: [212, 12, 100, 500]
Layout 7:
person: [400, 300, 100, 200] tree: [250, 50, 150, 462]
Layout 8:
person: [50, 300, 100, 200] tree: [300, 60, 150, 452]
Layout 9:
person: [256, 256, 100, 256] tree: [156, 0, 100, 512]
Layout 10:
person: [412, 156, 100, 356] tree: [12, 156, 100, 356]

Now, you are a layout selection expert. 
Your task is to choose the one closest to the 
appearance layout from 10 semantic layouts.

There are three aspects that require your attention.
1. Please note that appearance layout is highly 
abstract and all you need to refer to is the relative 
relationship between its objects. And the format of 
Layout is [x1,y1,w,h].
2. Please consider the positional layout relationship 
between the objects first, and then we will provide you 
with the caption describing these layouts. You can 
consider whether it aligns with this caption's 
semantics.
3. Please provide the best layout directly from the 
semantic layouts without explanations.

The format of the answer is < Layout X: object1: [x1, 
y1, w1, h1] object2: [x2, y2, w2, h2] objectn: [x3, y3, 
w3, h3] >
caption: a person leaning against a tree.
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Layout 3:
person: [150, 150, 100, 300] tree: [200, 0, 100, 512]

Figure 3. The prompt used to acquire Lt
is

Now, you are an intelligent bounding box generator. 
I will provide you with a caption and your task is to 
generate the bounding boxes for the objects 
mentioned in the caption. 

Your task can be divided into mining objects first and 
then generating bounding boxes.
1. In the part of mining objects:
   You need to determine which objects are 
indispensable for understanding this caption, and you 
only need to retain these objects, and keep the 
number of control objects as small as possible. For 
example, when you find an inclusion relationship 
between elements mentioned in this caption, please 
only keep that element that covers other elements.
2. In the part of generating bounding:
    You need to note that the images are of size 
512x512, and the bounding boxes should not go 
beyond the image boundaries. Each bounding box 
should be in the format of (object name, [top-left x 
coordinate, top-left y coordinate, box width, box 
height]) and include exactly one object. Make the 
boxes larger if possible. You can make reasonable 
guesses. The layout you design should be as diverse 
as possible in terms of positioning. For example, 
among 10 groups of layouts, the positional 
relationships between multiple objects should be 
diverse, and the exchange of left and right positions 
or up and down positions should be fully covered.

Please refer to this caption combined with your 
imagination, and give me with ten layout generations 
based on different conjectures that you think are 
correct.

Caption: a person leaning against a tree, symbolizing 
rest or relaxation.
The format of the answer is :< Layout n: object 1: [x1, 
y1, w1, h1] object 2: [x2, y2, w2, h2] object n: [x3, y3, 
w3, h3] >
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Layout 1:
person: [100, 200, 100, 300] tree: [50, 50, 100, 450]
Layout 2:
person: [300, 200, 100, 300] tree: [400, 50, 100, 450]
Layout 3:
person: [150, 150, 100, 300] tree: [200, 0, 100, 512]
Layout 4:
person: [200, 150, 100, 300] tree: [0, 0, 100, 512]
Layout 5:
person: [100, 100, 100, 300] tree: [300, 100, 100, 400]
Layout 6:
person: [312, 212, 100, 300] tree: [212, 12, 100, 500]
Layout 7:
person: [400, 300, 100, 200] tree: [250, 50, 150, 462]
Layout 8:
person: [50, 300, 100, 200] tree: [300, 60, 150, 452]
Layout 9:
person: [256, 256, 100, 256] tree: [156, 0, 100, 512]
Layout 10:
person: [412, 156, 100, 356] tree: [12, 156, 100, 356]

Output

Appearance layout:
person: [90, 51, 129, 408] tree: [246, 59, 174, 398]
Semantic layouts:
Layout 1:
person: [100, 200, 100, 300] tree: [50, 50, 100, 450]
Layout 2:
person: [300, 200, 100, 300] tree: [400, 50, 100, 450]
Layout 3:
person: [150, 150, 100, 300] tree: [200, 0, 100, 512]
Layout 4:
person: [200, 150, 100, 300] tree: [0, 0, 100, 512]
Layout 5:
person: [100, 100, 100, 300] tree: [300, 100, 100, 400]
Layout 6:
person: [312, 212, 100, 300] tree: [212, 12, 100, 500]
Layout 7:
person: [400, 300, 100, 200] tree: [250, 50, 150, 462]
Layout 8:
person: [50, 300, 100, 200] tree: [300, 60, 150, 452]
Layout 9:
person: [256, 256, 100, 256] tree: [156, 0, 100, 512]
Layout 10:
person: [412, 156, 100, 356] tree: [12, 156, 100, 356]

Now, you are a layout selection expert. 
Your task is to choose the one closest to the 
appearance layout from 10 semantic layouts.

There are three aspects that require your attention.
1. Please note that appearance layout is highly 
abstract and all you need to refer to is the relative 
relationship between its objects. And the format of 
Layout is [x1,y1,w,h].
2. Please consider the positional layout relationship 
between the objects first, and then we will provide you 
with the caption describing these layouts. You can 
consider whether it aligns with this caption's 
semantics.
3. Please provide the best layout directly from the 
semantic layouts without explanations.

The format of the answer is < Layout X: object1: [x1, 
y1, w1, h1] object2: [x2, y2, w2, h2] objectn: [x3, y3, 
w3, h3] >
caption: a person leaning against a tree.
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Layout 3:
person: [150, 150, 100, 300] tree: [200, 0, 100, 512]

Figure 4. The prompt employed to derive Li

ditions, and model[7] parameters.

3. The reliability of TransOV
To ensure the reliability of the model, we divide it into
two steps: (i) We measure the model calibration by Ex-



Dep. Wid. BN Acc.(↑) Spec.(↑) ECE(↓) MCE(↓) Dep. Wid. BN Acc.(↑) Spec.(↑) ECE(↓) MCE(↓)
2 64 ✓ 86.00% 86.06% 0.24 0.27 2 128 ✓ 81.50% 79.21% 0.25 0.28
3 64 ✓ 84.25% 85.93% 0.25 0.27 3 128 ✓ 83.25% 79.90% 0.28 0.29
2 64 54.00% 55.00% 0.46 0.48 3 64 52.25% 53.37% 0.45 0.48

Table 1. Ablation of network structure of TransOV.

Scene1: In the heart of the ancient palace, 
a flame flickered wildly. A trembling slave 
held up a torch that cast spidery shadows 
on the stone walls, painting a picture of 
tremulous illumination in the deep, inky 
blackness of the night. 

Scene2: In the dense forest, under the 
perpetual velvety night sky, a single torch 
was upheld by a silent, stoic slave, cladding 
the trees in a pool of warm light, staving off 
the creeping darkness, and breathing life 
into the nebulous wilderness.

Scene3:  In the dead of night, the 
procession of slave torch-bearers 
stretched across the mountain pass, like a 
golden river flowing against the ebony 
canvas of the night, each torch a beacon 
of hope in an otherwise desolate world of 
unlit corners.

Scene1: In an ancient palace, a shivering 
slave stands tall, clenching a robust torch, 
illuminating the stone clad corridors, 
chasing away lurking shadows and 
nightmares from the dim corners.

Scene2: A young servant, eyes cast down 
in submission, holds aloft a blazing torch. 
The unwavering flames flicker across the 
high arches of the castle, casting moving 
silhouettes behind heavy stone sculptures. 
The torchlight punctures the night's 
darkness, cutting an eerie path through 
the gloom.
Scene3: In the midst of a humid evening, a 
duo of slaves assemble and light imposing 
torches. The flames crackle, the golden 
radiance pathing the perfect stage for the 
unseen night-time play at the imperial 
courtyard.

Scene1: A radiant sunrise peeping over 
the horizon sets the sky ablaze in a 
symphony of crimson and gold. As dew-
kissed leaves glitter under the gentle 
light, the serene morning is enveloped in 
an aura of divine clarity.

Scene2: The abandoned theatre bursts into 
life, filled with luminescent energy as the 
spotlight sweeps across the empty stage, 
casting long shadows and creating a 
luminous realm of enchanted fantasy.

Scene3: In the remote countryside, a 
lighthouse pierces the foggy nightscape, its 
gleaming beam rhythmically sweeping 
across the choppy ocean, sending out a 
reassuring beacon of guidance and hope to 
the seafarers precariously treading the 
volatile waters.
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!#" : A torch held aloft by a servant, 
casting light in the ancient times

Textual stimuli

Figure 5. Examples of 28 visual guides

pected Calibration Error (ECE) and Maximum Calibration
Error (MCE) with 10 bins [3]. We conducted a series of
experiments about three factors of network: depth, width,
and batch normalisation. This helped us identify a net-
work structure with comparable reliability, as detailed in
Tab.1. (ii) To further remedy the miscalibration, we utilise
Platt-scaling, an effective parametric approach to calibra-
tion. This approach notably decreased ECE (0.24 → 0.19)
and MCE (0.27 → 0.21), albeit at the cost of a slight de-

crease of accuracy (86.00% → 84.75%) and specificity
(86.06% → 85.71%). We hold that the reliability of
the model is paramount, making this trade-off justifiable
(Fig.6).

Figure 6. Reliability diagrams of TransOV before and after cali-
bration

4. An example of Guide Finalisation
Fig. 7 illustrates an example in “Guide Finalisation”. For
oracle “light”, the objects extracted from ti are “person”
and “torch”. We locate the visual patches corresponding to
“person” and “torch” in ogi and vki s respectively, and calcu-
late Rk

i via Eq.1. The x-axis in the figure corresponds to Rk
i

for “person”, and the y-axis for “torch”. Notably, the range
of variation for “person” is much larger than for “torch”.
Consequently, “person” is selected as the key object for the
final selection. The image highlighted with a red frame is
identified as the final visual guide.

Rk
i = Sim(poi, p

k
vi) (1)

!!" of “person”

! !"
of

 “
to
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Figure 7. An example in “Guide Finalisation”
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