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Abstract

This supplementary material accompanies the main paper
by providing more details for reproducibility as well as ad-
ditional evaluations and qualitative results to to verify the
effectiveness and robustness of EN-SLAM:
▷ Sec. 7: Configurations of DEV-Indoors dataset, including
scene assets, event generation, evaluation dataset, ground
truth mesh production, and sequence visualization.
▷ Sec. 8: Configurations of DEV-Reals dataset, including
capture system specifications and sequence visualization.
▷ Sec. 9: Additional implementation details.
▷ Sec. 10: Additional experimental results, including more
ablation studies, detailed tracking comparison, and map-
ping reconstruction visualization.
▷ Sec. 11: Video demonstration.

7. Configurations of DEV-Indoors dataset

Table 7. Comparison of different event-centric datasets. We focus
on the availability of event data, color images, depth, and ground
truth mesh. I denotes indoor scenes. O denotes outdoor scenes.

Dataset event RGB/gray Depth GT challenging lighting indoors / Synthetic /
data image image mesh motion blur change outdoors Real

ECDS [41] ✓ ✓ ✗ ✗ ✓ ✓ I+O S+R
RPG [78] ✓ ✓ ✗ ✗ ✓ ✓ I S

MVSEC [80] ✓ ✓ ✓ ✗ ✗ ✓ I+O R
UZH-FPV [9] ✓ ✓ ✗ ✗ ✓ ✗ I+O R

DSEC [17] ✓ ✓ ✗ ✗ ✗ ✓ O R
TUM-VIE [30] ✓ ✓ ✗ ✗ ✓ ✓ I R

EDS [22] ✓ ✓ ✗ ✗ ✓ ✓ I R
Vector [15] ✓ ✓ ✓ ✗ ✓ ✓ I R

M2DGR [73] ✓ ✓ ✗ ✗ ✓ ✓ I+O R
VICON [19] ✓ ✗ ✗ ✗ ✗ ✗ O R

ViVID++ [33] ✓ ✓ ✓ ✗ ✗ ✓ O R
VISTA 2.0 [1] ✓ ✓ ✓ ✗ ✗ ✓ O S

DEV-Indoors (ours) ✓ ✓ ✓ ✓ ✓ ✓ I S
DEV-Reals (ours) ✓ ✓ ✓ ✗ ✓ ✓ I R

Tab. 7 presents a comparison of the prevalent event-centric
datasets available today. In this work, we focus on ad-
dressing challenges associated with motion blur and light-
ing variations within indoor settings rather than ground
robot navigation or SLAM from a UAV perspective. A
pervasive issue with current datasets is the absence of
ground truth depth [9, 17, 19, 22, 30, 41, 73, 78] or mesh
data [1, 15, 33, 80], which are essential for the operation
and evaluation of NeRF-based SLAM methods. In addition,
many outdoor datasets are geared towards large-scale nav-
igation [1, 17, 33, 73] and lack significant motion blur and
lighting variation, making them unsuitable for our intended
purposes. Besides, most datasets are synthetic [1, 41, 78],
which are not representative of real-world scenarios or pro-
vide sample motion [5, 41]. To address the existing limi-
tations, we introduce the synthetic dataset DEV-Reals and
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Figure 11. The ground truth mesh generation process of
#workshop in DEV-Indoors dataset.

DEV-Indoors, which consist of 6 scenes and 17 sequences
with practical motion blur and lighting changes.
Scene Assets of DEV-Indoors. We use the Blender [7]
to construct the synthetic DEV-Indoors dataset, including
three high-quality models: #Room, #Apartment and
#Workshop. Fig. 13 illustrates the blender models and
corresponding camera trajectories. Unlike the camera mo-
tion on the Replica dataset [58], our camera trajectory is
six degrees of freedom (6-DOF), and the motion is highly
complex. The camera trajectory is obtained through manual
manipulation of position and orientation and further refined
through smoothing operations.
Event Data Generation. The simulated event data in
DEV-indoors are obtained via the following three steps:
first, we render high-quality RGB captures covering norm,
motion blur, and dark scenarios by varying the scene light-
ing and camera exposure time. Second, we perform a video
frame interpolation algorithm FILM [53] to convert the ren-
dered images into ultra-high frequency RGB frames. Fi-
nally, We use the event camera simulator [16] to generate
synthetic event data.

#Room #Apartment #Workshop

Figure 12. Extra virtual views of #Room, #Apartment and
#Workshop models in DEV-Indoors dataset.

Ground Truth Mesh. As shown in Fig. 11, to obtain a
dense mesh that can apply to algorithm reconstruction, we
perform detailed and dense triangulation on the models and
use the sampling algorithm of Open3D 1 to uniformly sam-
ple them to avoid points gathering on the surface of small
objects. Then, we further use the mesh culling in [66] to
remove the unseen vertices of the models. This process
ultimately yields a high-quality mesh that can be used for
evaluation. Note that although Blender can directly export
point cloud files in PLY format, they cannot be directly used

1open3d.geometry.simplify vertex clustering

http://www.open3d.org/docs/0.7.0/python_api/open3d.geometry.simplify_vertex_clustering.html
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Figure 13. The models and trajectories of the DEV-Indoors dataset in Blender [7], including #room, #apartment, and #workshop.
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Figure 14. Illustration of the DEV-Reals capture configuration.

for reconstruction evaluation. The reason is that the models
created in Blender are highly structured and sparsely con-
nected, where a face may only be covered by a few vertices.
Evaluation Datasets. To construct the evaluation sub-
sets, we use frustum + occlusion + virtual cameras that in-
troduce extra virtual views to cover the occluded parts in-
side the region of interest in CoSLAM [66]. The evaluation
datasets are generated by randomly conducting 2000 poses
and depths in Blender for each scene. We further manu-
ally add extra virtual views to cover all scenes, as shown
in Fig. 12. This process helps to evaluate the view synthesis
and hole-filling capabilities of the algorithm.
Dataset Sequence Visualization. We show the visualiza-
tion details in Fig. 18, including 9 subsets: #Room Norm,
#Room Blur, #Room Dark, #Apartment Norm, #Apart-
ment Blur, #Apartment Dark, #Workshop Norm, #Work-
shop Blur, and #Workshop Dark, with corresponding RGB
frames, event data, and depth images.

8. Configurations of DEV-Reals dataset

Capture System. As shown in Fig. 14, our capture system
comprises a LiDAR (for ground truth pose), a Realsense
D435I RGBD camera, and a DAVIS346 event camera. Be-
sides, we report the hardware specifications of our capture

system in Tab. 8. All data sequences are recorded on a PC
running Ubuntu 18.04 LTS on an Intel Core i7 CPU. We
use the Kalibr toolkit to calibrate the extrinsic parameters
between IMUs of DAVIS346 and Realsense D435I. The
ground truth trajectories are obtained using the advanced
implementation of LOAM [74] algorithm. Time calibration
across all sensors is synchronized to a millisecond level,
and spatial calibration accuracy is in millimeters level.

Table 8. Capture System Sensors Specifications of DEV-Reals.

Sensors Rate / Bandwidth Specifications

1920 × 1080 pixels,
Realsense D435I 90 / 30 fps Depth: 69◦H / 42◦V, Stereoscopic,

RGB: 87◦H / 58◦V, Rolling Shutter.

346 × 260 pixels,
DAVIS346 12 MEvents / s DVS: 120 dB, APS: 56.7 dB,

f/2.1-12, FoV: 125◦D / 97.7◦V.

RS-LiDAR-16 10 hz 6 DoF ground truth trajectory.

Dataset Sequence Visualization. The dataset is cap-
tured in three challenging scenarios: #Pioffice, #Garage,
and #Dormitory by changing the lighting conditions and
camera movement speed in the environment. We report
the visualization details in Fig. 19, including 8 subsets:
#Pioffice1, #Pioffice2, #Garage1, #Garage2, #Dormitory1,
#Dormitory2, #Dormitory3 and #Dormitory4, with corre-
sponding RGB frames, event data, and depth images. Com-
pared with the synthetic DEV-Indoors dataset, the DEV-
Reals dataset is more challenging and realistic, containing
depth and event noise, which is more suitable for evaluating
the robustness of the algorithm.

9. Additional implementation details

Hyperparameters. EN-SLAM run at 17 FPS and sample
1024 and 2048 rays in tracking and BA stages with 10 iter-
ations by default. The event joint global BA is performed
every 5 frames with 5% of pixels from all keyframes. The
model is trained using Adam optimizer with learning rate
lrrot = 1e−3, lrtrans = 1e−3, and loss weights λev =



Table 9. Tracking (RSME) and run-time comparison with detailed iteration setting on DEV-Indoors dataset. Our method outperforms
previous works in both accuracy and efficiency in most subsets, demonstrating its robustness under motion blur and luminance variation.

Method Metric #Rm
norm

#Rm
blur

#Rm
dark

#Apt
norm

#Apt
blur

#Apt
dark

#Wkp
norm

#Wkp
blur

#Wkp
dark

#all
avg

iMAP
[60]

ATE RMSE (cm) 41.08 50.58 70.77 25.75 14.41 1.06e5 276.91 891.86 345.21 214.57
Tracking (ms) ↑ 24.72×50 24.66×50 24.66×50 24.76×50 24.79×50 24.70×50 24.78×50 24.75×50 24.73×50 24.73×50
Mapping (ms) ↑ 45.97×300 45.72×300 45.68×300 45.33×300 45.50×300 45.34×300 45.34×300 45.94×300 45.76×300 41.18×300
FPS ↑ 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.07

NICE-SLAM
[81]

ATE RMSE (cm) 17.06 29.54 30.53 25.17 44.22 48.28 ✗94 % ✗33 % ✗33% 32.47
Tracking (ms) ↑ 7.70×10 7.31×10 7.44×10 5.88×20 5.82×20 5.93×20 5.88×20 5.91×20 5.89×20 6.46×16
Mapping (ms) ↑ 27.65×120 26.31×120 26.45×120 26.10×120 25.43×120 26.53×120 26.07×120 26.65×120 26.59×120 26.42×120
FPS ↑ 0.30 0.32 0.32 0.32 0.33 0.31 0.31 0.31 0.31 0.31

CoSLAM
[66]

ATE RMSE (cm) 10.71 10.88 26.64 10.02 13.03 30.75 7.96 14.37 17.88 15.80
Tracking (ms) ↑ 5.46×15 5.50×15 5.39×15 5.51×15 5.09×15 5.15×15 7.55×15 7.48×15 7.62×15 6.08×15
Mapping (ms) ↑ 9.76×15 12.84×15 12.38×15 11.29×15 11.47×15 14.07×15 16.63×15 16.61×15 16.65×15 13.52×15
FPS ↑ 12.22 12.12 12.37 12.09 13.11 12.95 8.83 8.91 8.75 11.26

ESLAM
[26]

ATE RMSE (cm) 10.72 15.55 40.42 9.99 12.79 12.39 7.01 15.07 7.97 14.66
Tracking (ms) ↑ 2.90×10 5.34×10 5.30×10 5.18×15 5.16×15 5.30×15 5.33×15 5.22×15 5.32×15 5.20×13
Mapping (ms) ↑ 17.95×10 17.83×10 18.20×10 15.00×10 15.02×10 15.11×10 17.07×10 17.02×10 16.92×10 16.68×10
FPS ↑ 19.18 18.71 18.86 12.87 12.92 12.58 12.51 12.76 12.53 14.77

Acc (cm) ↓ 9.62 9.72 9.94 8.62 8.77 9.21 6.74 7.51 6.94 8.56
Tracking (ms) ↑ 5.64×10 5.83×10 5.65×10 5.76×10 5.69×10 5.77×10 5.96×10 5.80×10 5.63×10 5.75×10
Mapping (ms) ↑ 13.02×10 13.33×10 13.07×10 13.16×10 13.23×10 13.21×10 13.36×10 13.04×10 12.98×10 13.16×10Ours
FPS ↑ 17.71 17.15 17.71 17.37 17.59 17.34 16.77 17.23 17.76 17.40

0.05, λrgb = 5.0, λd = 0.1, λsdf = 1000.0, λsf = 10.
The adaptive event forward query window wd and neighbor-
hood window wk are set as 10 and 5 in DEV-Indoors, DEV-
Indoors, and the fast subsets of DEV-Reals. Loss thresh-
old Ls is set as 0.08 by default and 0.1 for DEV-Reals.
The patch size of probability-weighted sampling is set as
32×32 for both RGB and event cameras. The event thresh-
old C is set as 0.2 for the synthetic DEV-Indoors dataset
and performs a normalization for real datasets DEV-Reals
and Vector. For the camera distortion, we do not perform a
pixel-wised undistortion but remove the distortion for each
ray of both the RGBD camera and event camera.

We use Realsense RGB frames in DEV-Real for higher
resolution compared to DAVIS. The pseudo-exposure is
a equivalent exposure time of the event CRF render-
ing model. EN-SLAM renders logarithmic brightness
in Eqs. (12) and (13) at tα and tβ rather than all events be-
tween tα and tβ . Thus, we do not focus on the intrinsic ex-
posure of the event camera but on the equivalent exposure
time for volume rendering and training.

For DEV-Reals capture, we enable the auto-exposure to
obtain a suitable exposure time and fixed it in a constant,
i.e., 7.5 ms for normal scenes and 30 ms for the dark, to
ensure the data match the algorithm inputs and support the
validation. However, we enable the auto-gain and model the
differentiable ISP through neural networks, as mentioned
in Sec. 3.2 and [24, 61].

10. Additional Experimental Results
10.1. More Ablation Studies

Effect of the Event Temporal Aggregating Optimization
Strategy. To evaluate the effect of each component of the
event temporal aggregating optimization strategy (ETA),
we conduct an ablation study on the #Rm blur subset of
DEV-Indoors and #Dorm2 subset of DEV-Reals. We inves-
tigate the performance using a constant interval of 5 frames
and 10 frames for forward query, as well as utilize the pro-
posed adaptive query in Tab. 10. The results show that

the query interval is critical for EN-SLAM. The adaptive
query strategy can significantly reduce the tracking ATE by
1.5 cm on #Rm blur and 16.08 cm on #Dorm2, com-
pared with the constant query interval of 5, respectively.
In addition, the implementation with #10 interval is better
than #5 interval by providing a longer time window con-
straint for the event temporal aggregating optimization, but
still worse than the adaptive query strategy. The reason is
that the event temporal aggregating optimization is sensi-
tive, and the adaptive query strategy can adaptively select
events to participate in optimization based on the loss, pro-
viding more robust local constraints thus reducing the im-
pact of noise on optimization. Besides, Tab. 10 also shows
that the full model surpasses the model w/o PWS by 0.25
and 1.9% in ATE and completion on #Rm blur. For the
effectiveness of ETA, our full model achieves lower track-
ing errors of 9.61 and 15.47 than the model w/o ETA on the
#Rm blur and #Dorm2, respectively.

Table 10. Ablation study of ETA on the #Rm blur and
#Drom2 subset of DEV-Indoors and DEV-Reals (15 iterations).

Setting #Rm blur #Dorm2
ATE↓ ACC↓ Comp↓ Comp ratio↑ Median↓ RSME↓

Forward Query #5 11.11 8.54 8.51 83.21 27.99 28.99
Forward Query #0 10.45 8.23 8.60 82.62 12.50 14.15
w/o PWS 9.86 7.88 9.49 81.04 16.59 19.78
w/o ETA 11.89 8.61 10.98 76.31 14.46 18.75
Full ETA 9.61 7.88 7.59 83.51 11.91 15.47

10.2. More Detailed Tracking Comparison

In this section, we further provide the accuracy of track-
ing and its corresponding iteration settings, as well as the
runtime. Note that it is unrealistic to strictly control all the
iterations or FPS to be the same. Therefore, all the meth-
ods are compared under similar runtimes. Besides, we must
emphasize that we had to increase the iteration number for
certain methods to avoid crashes. Nevertheless, EN-SLAM
still achieves superior accuracy with less time-consuming.
Tracking Comparison on DEV-Indoors. We provide the
detailed iterations and corresponding FPS of the tracking
evaluation on the DEV-Indoors dataset in Tab. 9. The re-



Table 11. Tracking (ATE median [cm]) and run-time comparison with detailed iteration setting of the proposed method vs. the SOTA
methods on DEV-Reals. Our method achieves better performance in comparison to NICE-SLAM [81], CoSLAM [66] and ESLAM [26].

Method Metric #Pio1 #Pio2 #Gre1 #Gre2 #dorm1 #dorm2 #dorm3 #dorm4 #avg

NICE-SLAM
[81]

ATE RMSE (cm) ↓ 13.21 23.35 ✗63% ✗25% 24.69 10.68 18.44 44.04 ✗22.40
Tracking (ms) ↑ 3.08×100 3.61×100 ✗×100 ✗×100 3.08×100 3.15×100 3.18×100 3.17×100 3.21×100
Mapping (ms) ↑ 2.97×60 2.57×60 ✗×60 ✗×60 3.86×60 3.97 ×60 3.27×60 3.20×60 3.31×60
FPS ↑ 0.28 0.28 ✗ ✗ 0.31 0.32 0.32 0.32 0.31

CoSLAM
[66]

ATE RMSE (cm) ↓ 11.14 19.83 82.52 40.16 15.99 15.42 30.12 32.45 30.95
Tracking (ms) ↑ 8.87×20 8.90×20 8.96×20 8.89×20 8.87×20 9.09×20 9.03×20 9.08×20 8.96×20
Mapping (ms) ↑ 14.86 × 20 14.84 × 20 14.97 × 20 14.71 × 20 15.33 × 20 14.83 × 20 16.09 × 20 15.41×20 15.13×20
FPS ↑ 5.64 5.62 5.58 5.63 5.64 5.50 5.54 5.51 5.58

ESLAM
[26]

ATE RMSE (cm) ↓ 11.28 21.42 63.65 30.75 37.94 31.04 16.19 37.91 31.27
Tracking (ms) ↑ 5.11 × 20 5.15 × 20 5.08 × 20 5.16 × 20 4.84 × 20 4.93 × 20 4.92 × 20 4.84 × 20 5.00×20
Mapping (ms) ↑ 17.85× 20 17.6× 20 17.4× 20 18.4× 20 17.× 20 19.05× 20 16.2× 20 16.46 × 20 17.50×20
FPS ↑ 9.76 9.70 9.83 9.68 10.31 10.13 10.15 10.33 9.99

ENSLAM
(Ours)

ATE RMSE (cm) ↓ 8.94 19.05 43.63 21.18 11.26 11.91 16.00 19.78 18.97
Tracking (ms) ↑ 5.75×15 5.88×15 5.59×15 5.91×15 5.34×15 5.78×15 5.77×15 6.44×15 5.81×15
Mapping (ms) ↑ 14.00×15 14.70×15 14.97×15 14.23×15 14.90×15 13.79×15 14.35×15 15.32×15 14.53×15
FPS ↑ 11.59 11.33 11.92 11.28 12.48 11.53 11.55 10.35 11.50

Table 12. Tracking (ATE mean [cm]) with detailed iteration setting of the proposed method vs. the SOTA NeRF-based methods on
Vector[15] dataset. EN-SLAM achieves better accuracy and efficiency compared with CoSLAM [66] and ESLAM [26] in most scenes.

Method Metric robot
norm

robot
fast

desk
norm

desk
fast

sofa
norm

sofa
fast

hdr
norm

hdr
fast

#all
avg

CoSLAM
[66]

ATE RMSE (cm) ↓ 1.00 124.69 1.76 97.65 1.74 77.89 1.47 1.42 38.45
Tracking (ms) ↑ 59.74 × 10 5.99 × 10 5.51 × 10 5.67 × 10 5.55 × 10 5.47 × 10 5.55 × 10 5.80 × 10 5.69
Mapping (ms) ↑ 11.44 × 10 11.18 × 10 10.41 × 10 11.18 × 10 12.12 × 10 16.90 × 10 14.32 × 10 11.15 × 10 12.34
FPS ↑ 16.74 16.69 18.16 17.63 18.02 18.29 18.03 17.24 17.60

ESLAM
[26]

ATE RMSE (cm) ↓ 1.39 3.30 2.54 3.64 7.99 19.03 7.38 12.23 7.19
Tracking (ms) ↑ 4.94 × 20 4.96 × 20 4.96 × 20 4.67 × 20 4.85 × 20 5.00 × 20 5.10 × 20 4.91 × 20 4.93 × 20
Mapping (ms) ↑ 18.68×20 19.49×20 17.07×20 18.69×20 17.97×20 17.57×20 18.16×20 18.08×20 18.22 × 20
FPS ↑ 10.11 10.06 10.07 10.69 10.30 9.98 9.79 10.16 10.15

ENSLAM
(Ours)

ATE RMSE (cm) ↓ 1.06 1.73 1.76 2.69 2.02 1.84 1.03 1.22 1.67
Tracking (ms) ↑ 5.58 × 10 5.91 × 10 5.81 × 10 6.01 × 10 5.74 × 10 6.01 × 10 5.76 × 10 6.12 × 10 5.87
Mapping (ms) ↑ 19.05 × 10 17.07 × 10 18.05 × 10 16.28 × 10 13.91 × 10 13.22 × 10 13.42 × 10 13.76 15.60
FPS ↑ 17.92 16.92 17.21 16.63 17.42 16.63 17.36 16.33 17.05

sults show that our method is more efficient and accurate
than existing NeRF-based SLAM methods. Specifically,
our method reduces the tracking ATE by 23.9, 7.24, and 6.1
cm, compared with the SOTA methods NICE-SLAM [81],
CoSLAM [66] and ESLAM [26], respectively. In addi-
tion, all the other methods face significant challenges from
#norm subsets to #blur and #dark scenarios, with a serious
decline in accuracy. Hence, we must increase the track-
ing or mapping iteration times for some baselines to avoid
crushes but slow down the FPS. In contrast, our method uses
the invariant iterations 10 times for both tracking and map-
ping and maintains fast, robust, and accurate results.

Tracking Comparison on DEV-Reals. In the main paper,
we only report the final tracking ATE. Hence, we further
show the detailed performance with tracking and mapping
iterations in Tab. 11. EN-SLAM uses 15 iterations for both
tracking and mapping and achieves the best performance
in accuracy and efficiency in the challenging DEV-Reals
dataset. In contrast, the other methods perform worse with
an event larger iteration number.

Tracking Comparison on Vector. Tab. 12 illustrates the
tracking ATE and iterations on Vector [15] dataset. EN-
SLAM, CoSLAM [66] and ESLAM [26] set the iterations
as 10, 20 and 10 in both tracking and mapping, respec-
tively. CoSLAM and EN-SLAM perform comparably in
the normal subsets, but EN-SLAM significantly surpasses
CoSLAM on the fast subsets, benefitting from the high-

quality event data.

10.3. Additional Reconstruction Visualization

Reconstruction Visualization on DEV-Indoors. Fig. 15
provides more mesh reconstruction results in DEV-Indoors
dataset. Compared with the other SOTA methods, EN-
SLAM significantly reduces the presence of holes and
ghosting artifacts in reconstructed scenes under blurry sce-
narios, achieving higher-quality reconstruction results. Un-
der the challenges of dark scenes, e.g., #Apt Dark, previ-
ous methods NICE-SLAM and CoSLAM suffer from the
weak supervision of color images, resulting in tracking
drift. While EN-SLAM maintains robust and accurate.
Reconstruction Visualization on DEV-Reals. Fig. 16
Fig. 16 shows the map reconstruction comparison on the
challenging DEV-Reals dataset. NICE-SLAM crushes in
the #Garage1 and #Garage2 subsets due to the low-lighting
environments. CoSLAM reconstructs all the scenarios but
causes significant holes and artifacts in the mapping re-
sults. ESLAM performs relatively well in the #Pioffice1
and #Pioffice2 subsets but fails in the low-lighting subsets
#Garage1, #Dormitory2, and #Dormitory4 due to the low-
quality color and depth images. In contrast, EN-SLAM
achieves the best performance in all the subsets, demon-
strating its robustness and accuracy in the challenging DEV-
Reals dataset.
Reconstruction Visualization on Vector. For the Vector



dataset, we show the mesh visualization results in Fig. 17.
All the methods perform comparably in the normal subsets
but on the fast subset. All methods show comparable per-
formance on the normal subset. However, in the fast subset,
the performance of CoSLAM notably declines, leading to
reconstruction ghosting. While ESLAM maintains consis-
tent performance, it falls short in providing detailed recon-
struction. Our method achieves consistently excellent per-
formance under both normal and fast camera movements.

11. Videos Demonstration
We provide a video of our proposed method EN-SLAM
along with this document. The video compares EN-SLAM
with existing state-of-the-art under motion blur and low-
lighting environments: ./demo.mp4.

./demo.mp4
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Figure 15. Reconstruction Performance on DEV-Indoors. EN-SLAM achieves, on average, more precise reconstruction details than
existing methods in motion blur and lighting-varying environments with the assistance of high-quality event streams.
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Figure 16. Reconstruction Performance on the challenging DEV-Reals dataset. EN-SLAM performs consistently well in all the subsets
and obtains more satisfying reconstruction results compared with NICE-SLAM, CoSLAM and ESLAM.
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Figure 17. Reconstruction on Vector. All the methods perform comparably in normal subsets, but CoSLAM faces challenges in fast
subsets, and ESLAM falls short in precise reconstruction. Our method consistently performs better under both normal and fast movements.



Figure 18. Visualization of the DEV-Indoors dataset. DEV-Indoors is rendered from Blender models, including 9 subsets containing
high-quality color images, depth, meshes, and ground truth trajectories by varying the scene lighting and camera exposure time.
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Figure 19. Visualization of the DEV-Reals dataset. DEV-Reals is captured from real scenes: #Pioffice, #Garage, and #Dormitory,
providing 8 challenging subsets containing color images, depth, and ground truth trajectories under motion blur and lighting variation.

RGB Event Data Depth Trajectory #Length #Duration

#P
io

ffi
ce

1

x (m)

0.0
0.5

1.0
1.5

2.0

y
(m

)

−1.5

−1.0

−0.5

0.0

z
(m

)

−1.0

−0.5

0.0

0.5

pioffice1

1209 80.6 s

#P
io

ffi
ce

2

x (m)

0.0
0.5

1.0
1.5

y
(m

)

−1.5

−1.0

−0.5

0.0

z
(m

)

−1.0

−0.5

0.0

0.5

pioffice2

1286 85.7 s

#G
ar

ag
e1

x (m)

−1.0
−0.5

0.0
0.5

y
(m

)

−1.0

−0.5

0.0

0.5

1.0

z
(m

)

−0.5

0.0

0.5

1.0

garage1

1384 92.7 s

#G
ar

ag
e2

x (m)

−1.0−0.5
0.0

0.5
1.0

y
(m

)

−1.5

−1.0

−0.5
0.0

0.5
1.0

z
(m

)

−1.0

−0.5

0.0

0.5

1.0

1.5

garage2

989 65.9 s

#D
or

m
ito

ry
1

x (m)

−1.00−0.75−0.50−0.25
0.00

0.25

y
(m

)

−1.25

−1.00

−0.75
−0.50
−0.25

0.00

z
(m

)

−0.50

−0.25

0.00

0.25

0.50

0.75

dormitory1

1799 119.9 s

#D
or

m
ito

ry
2

x (m)

0.00
0.25

0.50
0.75

1.00
1.25

y
(m

)

−0.25
0.00

0.25
0.50

0.75
1.00

z
(m

)

−0.75

−0.50

−0.25

0.00

0.25

0.50

0.75

dormitory2

961 64.1 s

#D
or

m
ito

ry
3

x (m)

0
1

2
3

4

y
(m

)

−3

−2

−1

0

z
(m

)

−2

−1

0

1

2

dormitory3

2726 181.7 s

#D
or

m
ito

ry
4

x (m)

0
1

2
3

4

y
(m

)

−3

−2

−1

0

z
(m

)

−1

0

1

2

dormitory4

1928 128.5 s



References
[1] Alexander Amini, Tsun-Hsuan Wang, Igor Gilitschenski,

Wilko Schwarting, Zhijian Liu, Song Han, Sertac Karaman,
and Daniela Rus. Vista 2.0: An open, data-driven simulator
for multimodal sensing and policy learning for autonomous
vehicles. In ICRA. IEEE, 2022.
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