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In the supplemental material, we provide:
e more details of network structure in Sec. 1,
® Cross super-category experiments in Sec. 2,
e more qualitative results in Sec. 3,
Note that all the notation and abbreviations here are consis-
tent with the main manuscript.

1. Details of Network Structure

We use the lowest resolution feature map among the multi-
scale features output by HRNet-32 [1] as the low-resolution
feature map F;.. We concatenate the multi-scale features
and obtain high-resolution feature map Fj,,. through a 1x1
convolutional layer. The channel dimension of the visual
feature map and keypoint features is 256. The GCN used for
keypoint reconstruction and query keypoint information in-
teraction both contain 4 residual graph convolution modules
as [8]. For the deformable attention module, each keypoint
predicts four offset vectors for image feature sampling. The
number of heads for the multi-head self-attention is set to
8. Similar to CapeFormer [4], we adopt 3 iteration refine-
ments. Inspired by CapeFormer [4], Instance Order Encod-
ing and Keypoint Identifier Encoding adopt fixed sinusoidal
embedding [6] to avoid overfitting to the trained categories.

2. Cross Super-Category Experiments

In order to further evaluate the generalization ability of
SPDNet, we adopt the ‘Leave-One-Out’ strategy to perform
cross-super-category experiments. Specifically, we use one
super-category data as the test set and the remaining data
as the train set. Similar to previous work [4, 7], the super-
categories to be evaluated include the human body, human
face, vehicle, and furniture. As shown in Table 1, using
the same super-category splits, SPDNet outperforms Cape-
Former [4] in four super-categories, especially in the Fur-
niture category. Cross super-categories pose estimation is
more challenging, demonstrating our method’s superiority
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Table 1. Cross super-category evaluation (PCK). Experiments are
conducted under 1-shot setting.

Method Human Body Human Face Vehicle Furniture
ProtoNet [5] 37.61 57.80 28.35 42.64
MAML [2] 51.93 25.72 17.68  20.09
Fine-tune [3] 52.11 25.53 17.46  20.76
POMNet [7] 73.82 79.63 3492  47.27
CapeFormer [4] 83.44 80.96 4540 5249
SPDNet 83.84 81.24 45.53 53.08

in robustness and generalization capabilities.

3. More Qualitative Results

In this section, we present more qualitative results. As
shown in the first row of Fig. 1, due to the similar ap-
pearance of antlers and eyes, CapeFormer mistakenly re-
garded antlers as eyes, while our method accurately pre-
dicted the positions of the left and right eyes. At the same
time, as shown in the second and third rows of Fig. 1, when
an eye cannot be observed due to self-occlusion, Cape-
Former’s prediction makes a severe error, while our method
accurately predicts the positions of the occluded eye based
on the symmetry structures of the eyes. Additionally, our
method can focus on fine-grained visual information. As
shown in the last row, our method can pay attention to some
visual regions that are easily overlooked due to low-light
environment.

Benefitting from structured relationship modeling, the
keypoints predicted by SPDNet have a more reasonable
overall structure. For example, as shown in the first row
of Fig. 2, our method can well maintain the cuboid struc-
ture of the bed, while CapeFormer’s prediction has obvi-
ous structural deformation. Existing methods cannot under-
stand the target category from a global perspective, so the
support structure of the chair predicted by CapeFormer is
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Figure 1. Qualitative results. We visualize the keypoint predic-
tions under the 5-shot setting. We use red and green boxes to high-
light keypoints that are difficult to estimate with CapeFormer.
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Figure 2. Qualitative results. We visualize the keypoint predic-
tions under 5-shot setting. The bones are not predicted by our
network, but provided by the dataset.

unreasonable. In contrast, our method can accurately pre-
dict it. At the same time, as shown in the third and fourth

Figure 3. Failure examples. Red boxes highlight keypoints with
obvious errors.

rows of Fig. 2, our method can predict the overall pose of
the animal more robustly. However, as shown in Fig. 3, our
method is prone to estimation errors when faced with multi-
ple coupled complex environments such as local similarity,
occlusion and low brightness.

In conclusion, our method can perceive fine-grained vi-
sual information and global structure information. Further-
more, our method is robust to common occlusion and self-
similarity appearance.
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