# Action Scene Graphs for Long-Form Understanding of Egocentric Videos 

## Supplementary Material

## A. Screenshots from the Annotation tool

Figure 6 reports some screenshots from the annotation procedure. The procedure follows different steps as described in the main paper and illustrated in the figure. An interface providing instructions is initially shown to the annotator (Figure 6a). The annotator can hence play a video clip sampled around the PNR frame (Figure 6b). They are then prompted to select among a set of possible relations (Figure 6c). The annotator can add indirect objects by selecting among a list of proposals extracted from narrations or searching from taxonomy (Figure 6d). They will hence ground each indirect object in the three PRE, PNR, and POST frames (Figure 6e). If the provided verb-noun pair is incorrect, the annotators can specify an alternative correct pair (Figure 6f).

## B. EASG Examples

Figure 7 provides examples of graph sequences sampled from Ego4D-EASG dataset. The temporal nature of the graphs allows to model long-form relations between the objects in the scene and the camera wearer. For instance, indirect objects may become direct (compare Figure 7a with Figure 7b), and vice versa (compare Figure 7b with Figure 7c).

## C. Verbs, prepositions and object nouns of the EASG dataset

Table 6 reports the extensive list of all verbs, relations and object nouns.

## D. Annotation costs

We spent $\$ 0.072$ per annotator per 1 Human Intelligence Task, thus spending around $\$ 1500$ in total for both annotation stages. Note, that this cost does not include taxes and service fees, which may depend on the country and platform used.

## E. Prompts for Anticipation and Summarization

All the prompts we are using contain one example of an input sequence and of completion. We provide these examples in order to ensure the correct format of output sequences for the downstream tasks of action anticipation and long-form summarization. Hence, every prompt consists of four parts: 1) Task description; 2) Input example; 3) Output example; 4) Input sequence for which the request is sent.

Table 7 and table 8 summarize descriptions, input and output examples for the considered anticipation and summarization tasks respectively.

## F. Qualitative Results for EASG Generation

We provide qualitative results of our baseline model in Figure 8 . We draw each graph using the top 10 predictions under the No Contraint setup. We can observe that the generated graphs for $E A S G C l s$ have more false positives than the other two tasks, indicating that action verbs play a significant role in EASG understanding.

## G. Qualitative Results for Downstream Tasks

EASGs provide important context for better understanding the whole activity in general. Classic atomic verb-noun form action representations allow to focus on activities performed and human-object interactions, but they often miss important context required for long-form video understanding. In our dataset, there are examples of graph sequences where the important term mentioned in the clip summary does not appear as the active object.

Figure 9 and Figure 10 show qualitative anticipation and summarization examples respectively.
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Figure 6. The procedure which the annotators have to follow in order to provide scene graph annotations. (a) Initial interface providing instructions. (b) A video clip sampled around the PNR frame is shown. (c) The annotator can select among a set of possible relations. (d) Indirect objects are added by selecting among a list of proposals extracted from narrations or searching from taxonomy. (e) Each indirect object is grounded by the annotator in the three PRE, PNR, and POST frames. (f) In case the provided verb-noun pair is incorrect, the annotators can specify an alternative correct pair.


Camera wearer washes motorcycle with foam with right hand

Camera wearer touches motorcycle with left hand
Camera wearer dips foam into water with right hand
(a)
 container with right hand container with right hand

Camera wearer opens fridge with right hand
Camera wearer passes container to fridge with right hand
(b)


Camera wearer places shirt on board with both hands

Camera wearer picks up iron from board
with right hand
(c)

Figure 7. Sample subsequences from the Ego4D-EASG dataset. The temporal nature of Egocentric Action Scene Graphs allows to model long-form relations between the objects in the scene and the camera wearer: the indirect objects may become direct ( $\mathrm{a}, \mathrm{b}$ ), and vice versa (b,c).

Table 6. Extensive list of all verbs, relations, and object nouns in Ego4D-EASG dataset

| Verbs | add, adjust, align, apply, arrange, attach, beat, bend, break, bring, bring-out, brush, carry, carry-out, carry-up, carve, change, <br>  <br> check, chop, clean, clean-off, clear, climb, close, collect, connect, cover, crumple, cut, cut-off, cut-out, detach, dip, dip in, <br>  <br>  <br> disconnect, divide, drag, drill, drive, drop, drop-out, drop up, dry, dust, empty, examine, fasten, feel, fetch, fill-up, fit, fix, <br> flap, flip, fold, force, glue, grab, grasp, grip, hammer, hang, hit, hold, hold-up, insert, inspect, iron, join, keep, knead, knit, |
| :--- | :--- |
|  | lay, leave, lift, lift-up, loose, loosen, loosen out, losse, lower, mark, measure, mix, mount, move, move-off, move-up, open, |
|  | operate, pack, paint, pass, peel, pet, pick, pick-out, pick-up, place, place down, plaster, play, point, position, pour, pour down, |
|  | pour-in, pour-off, pour-out, press, pull, pull-out, push, push-down, push-in, put, put-away, put-down, put-in, put-off, put-on, |
|  | put-out, raise, read, release, remove, reposition, rest, return, rinse, roll, rotate, rub, sand, scan, scoop, scoop-out, scrap, scrape, |
|  | scratch, screw, screw-in, scrub, search, separate, seperate, set, sew, shake, shape, shave, shift, shuffle, slice, slide, smoothen, |
|  | soak, spin, split, spray, spread, spread out, sprinkle, squeeze, squeeze out, stick, stir, store, straighten, straighten-out, streche, |
|  | stretch, sweep, swing, swirl, switch, switch-off, take, take-off, take-out, take-up, tap, taste, tear-off, test, throw, throw-away, |
|  | tie, tight, tighten, tilt, touch, transfer, trim, turn, turn off, turn out, turn over, twist, unfold, unhang, unlock, unplug, unscrew, |
|  | untangle, untie, untighten, unwrap, uproot, use, wash, water, wear, wet, wipe, wipe-off, withdraw, wrap |

Table 7. Examples of prompts and outputs for the anticipation task.
$\left.\begin{array}{lll}\hline \text { System prompt } & \text { Input Example } & \text { Completion Example } \\ \hline \text { You are an assistant which models hu- } & \text { Example: } & \text { Prediction: } \\ \text { man behaviour very well. You'll be pro- } & \text { Graph 1: Camera wearer - verb - take; take - direct } & \text { Graph 6: Camera wearer - verb - remove; } \\ \text { vided with a sequence of graphs (1..N- } & \begin{array}{l}\text { object - flour; take - from - package; take - with - } \\ \text { remove - direct object - dough; remove - } \\ \text { 1) describing the actions retrieved from } \\ \text { right hand } \\ \text { a first-person view video. Your task is to } \\ \text { predict the next graph (N). }\end{array} & \begin{array}{l}\text { Graph 2: Camera wearer - verb - add; add - direct } \\ \text { object - flour; add - to - bowl; bowl - with - dough; } \\ \text { from - scale; remove - to - bowl }\end{array} \\ & \begin{array}{l}\text { add - with - right hand }\end{array} \\ & \text { Graph 3: Camera wearer - verb - press; press - di- } & \\ & \text { rect object - dough; press - with - both hands Graph } \\ & \text { 4: Camera wearer - verb - move; move - direct ob- } \\ & \text { ject - dough; move - from - bowl; move - to - scale }\end{array}\right]$

Table 8. Examples of prompts and outputs for the summarization task.

| System prompt | Input Example | Completion Example |
| :--- | :--- | :--- |
| You are an assistant who can model hu- | Example: | Summary: <br> man behaviour very well. You'll be |
| Action 1: Camera wearer pick up hose | Camera wearer is washing and cleaning |  |
| provided with a sequence of actions re- | Action 2: Camera wearer point hose towards car | a car with a water hose and wiper. |
| trieved from a first-person view video. | Action 3: Camera wearer spray car with water hose |  |
| Your task is to understand the general | Action 4: Camera wearer wash car |  |
| activity and describe it in one sentence. | Action 5: Camera wearer raise wiper |  |
| Please, provide a very general summary | Action 6: Camera wearer wash car |  |
| and try to avoid listing all the "atomic" | Action 7: Camera wearer push down wiper |  |
| activities. |  |  |
| You are an assistant which can model hu- | Example: | Cummary: |
| man behaviour very well. You'll be pro- | Action 1: pick up hose | a car with a water hose and wiper. |
| vided with a sequence of verb-noun pairs | Action 2: point hose |  |
| describing the actions retrieved from a | Action 3: spray car |  |
| first-person view video. Your task is to | Action 4: wash car |  |
| understand the general activity and de- | Action 5: raise wiper |  |
| scribe it in one sentence. Please, provide | Action 6: wash car |  |
| a very general summary and try to avoid | Action 7: push down wiper |  |
| listing all the "atomic" activities. |  |  |



Figure 8. Qualitative results of our baseline model for the three EASG generation tasks (i.e. Edge $\mathrm{Cls}, \mathrm{SG} \mathrm{Cls}$, and EASG Cls ). (a): An example clip of "Camera wearer pours soil into the pot with right hand.", (b): An example clip of "Camera wearer holds wood with the brush in left and right hands." Only the top 10 predictions are illustrated in each graph, and texts in red color denote the false positives. We can observe that the generated graphs for the EASG Cls task have many false positives when compared to the other two tasks.


Figure 9. Qualitative example of input sequences and outputs produced using the EASG (top) and verb-noun (bottom) representations for action anticipation. The additional context provided by indirect objects and relations allows the model to predict a more meaningful future action.

## INPUT



SUMMARIES

> GT1: camera wearer was in an apartment. camera wearer cleaned the stairs and a carpet on the stairs using a vacuum cleaner. GT2: camera wearer was in a room, she used a vacuum cleaner to clean the floor of the room and a carpet.

EASG: camera wearer is cleaning a mat and stairs using a cleaner and vacuum cleaner.
VN: camera wearer is cleaning mats, stairs, and pushing open doors.

Figure 10. Qualitative example of input sequences and outputs produced using the EASG (top) and verb-noun (bottom) representations for video summarization, along with the reference summaries (in green). Even a single node in EASG (vacuum cleaner) may provide an important context for a better understanding of the whole activity.

