CLiC: Concept Learning in Context

Supplementary Material

A. Additional Results

In this section, we present supplementary results to fur-
ther demonstrate the capabilities and effectiveness of our
method. We provide additional qualitative examples of con-
cept transfer and generation, as well as extended compar-
isons with baseline methods. Moreover, we report addi-
tional quantitative results from user studies, investigate the
impact of text prompts and input mask choice, showcase
multi-concept learning, and offer an additional showcase of
the cross-attention guidance mechanism. These additional
results highlight the robustness and versatility of our ap-
proach in various scenarios.

A.1. Qualitative Results

Fig. 6 showcases additional results of our concept transfer
and generation applications. The settings employed for con-
cept transfer and generation are consistent with those out-
lined in Sections 3.2 and 4.1. Evidently, our method suc-
cessfully learns concepts from a variety of objects and uti-
lizes these concepts for image editing and generation.

A.2. Comparison

In Fig. 7, we present additional comparison results along-
side the four baselines previously introduced in Section 4.2.
It is clearly demonstrated that our in-context concept learn-
ing approach exhibits superior proficiency in learning and
transferring concepts.

A.3. Quantitative Results

We conducted a user study for our ablated results demon-
strated in Table 1. Furthermore, we ran an additional user
study for the generation task, demonstrated in table 2. For
both of these additional user studies, we followed the pro-
cedure described in the paper. For the generation task, the
scores are out of 3, and for the ablation, the scores are out
of 4 (higher better).

Table 1. Ablations user study.
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Table 2. Generation user study.
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A 4. The Efficacy of Text Prompts

As demonstrated in Fig. 1, varying the prompt in the gen-
eration phase effectively alters the generation results (a
wooden chair vs iron chair with v* style).

Figure 1. The efficacy of text prompts.

A.5. Comparison with ReVersion

ReVersion [2], which focuses on learning the relation be-
tween two objects, can be applied to learn a pattern. We
performed a visual comparison illustrated below. While, it
does a reasonable job, it lacks spatial and in-context aware-
ness.

Ours ReVersion Ours

"A lighter with v* style"

Figure 2. Comparison with ReVersion.

A.6. Multi-Concept Learning and Transfer

We show an additional example of learning multiple con-
cepts from a single object, depicted in Fig. 3.

Figure 3. Multi-Concept Learning and Transfer.

A.7. Choice of Input Mask

Our algorithm is robust to the location and size of the mask.
To show this capability, we have scaled the mask in Fig.
4 below and learned the same concept. The results show



that the method is still capable of learning the concept and
transferring it successfully.

Figure 4. Choice of input mask.

A.8. Cross-Attention Guidance

Fig. 5 shows additional results depicting the effect of cross-
attention guidance, where increasing the guidance step size
strengthens the presence of the concept.

Increasing guidance step size

Figure 5. Cross-attention guidance.

B. Additional Training Details
B.1. Data Augmentation Strategies

To enhance the robustness of our approach, we incorpo-
rated several data augmentation techniques during the train-
ing process. These include implementing random grayscal-
ing to reduce dependence on color features, and preventing
overfitting to specific colors. We also applied random hori-
zontal flipping to introduce pose diversity, as well as zoom-
ing in and out to vary the scale. To address different color
intensities and contrasts, we also employed color jittering.

B.2. Standardized Prompt Templates

For consistency and to prevent the impact of prompt manip-
ulation, we defined a fixed prompt template and used that
for all our experiments. Throughout the Concept Learning
phase, we utilized a standardized prompt template: ”A OB-
JECT with [v*] style”. This uniformity enables effective
concept learning and encoding within the [v*] token.

During zoom-in/out data augmentation, the prompt for-
mat was dynamically adjusted to reflect these changes. For
instance, a zoom-out augmentation led to a prompt alter-
ation to "A OBJECT with [v*] style, zoomed-out”.

To maintain equitable comparisons, these augmentations
and prompt adjustments were consistently applied across all
baseline methods.

B.3. Scheduler Selection

We opted for the DDIM [4] scheduler for both concept
learning and transfer phases, due to its efficiency, speed,
and simplicity. A maximum of 50 timesteps (I' = 50) was
consistently used in all generation and editing tasks.
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Figure 6. Additional editing and generation results. We have transferred the concept from the source to two targets in each row. We
also used the same concept for generation (the last two images in each row).
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Figure 7. Additional comparisons. We further compare our concept transfer method with CustomDiffusion [3], Break-A-Scene [1], and
RealFill [5].
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