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1. Detailed Overview of NDDA Dataset
The latest NDDA dataset consists of the following 15
classes: stop sign, car, dog, hot dog, traffic light, zebra,
fire hydrant, frog, horse, bird, boat, air plane, bicycle, cat,
and carrot with 6 diffusion models (Dall-E 2 [5], Dall-E
3 [6], Stable Diffusion 2 [15], Deepfloyd IF [16], Stable
Diffusion 1.5 [15], MidJourney [2], and Google Duet [7]).
The examples of the images generated by each diffusion
model are shown in Fig. 7. For future versions of the
dataset, we plan to generate additional variations of the
prompts for each subject to capture a greater variety of
NDD attacks. At the time of writing, the following 5
classes have a second variation: stop signs, horses, fire
hydrants, cars, and cats. As shown in Fig. 1, the dataset
is organized into 6 “diffusion parent folders” that separate
each diffusion model’s set of images, which in turn con-
tains multiple folders for each of the 15 object classes from
COCO. Each object class folder then contains multiple sub-
folders that hold the NDD attack images, and these sub-
folders’ names are the text prompts used to generate the
set of NDD attack images. For example, if images were
generated using Stable Diffusion 2 with the text prompt,
“blue dog”, the path to this prompt subfolder would be
“ndda dataset/stable diffusion 2/blue dog/”. For the pur-
poses of submission, we downsample the images to a quar-
ter of their original dimensions and only include 1 image
per prompt subfolder.

2. Additional Results of Natural Attack Capa-
bility on Object Detectors

Table 1 and 2 show the detection results for the fire hydrant
and horse classes in the NDDA dataset generated by 3 dif-
fusion models. The results of the stop sign are shown in
the main paper. As shown, the majority of the images are
still detected as keeping the targeted objects. Even if all
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Figure 1. Overview of the NDDA dataset directory structure, using
the Dall-E folder as the example diffusion folder. For each object
class folder (stop sign in this case), there are multiple prompt fold-
ers that contain ≥ 50 images for models with API access or ≥ 20
images for models w/o API access.
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Figure 2. Detection rates of YOLOv5 and YOLOv8 on the stop
sign images generated by the 3 diffusion models.

robust features are removed, the 3 diffusion models are al-
ways able to generate effective attacks for 3 models other
than YOLOv3 and YOLOv5.

2.1. Additional Evaluation with YOLOv8

We evaluate the natural attack capability against
YOLOv8 [11], which is one of the current state-of-
the-art object detectors. Fig. 2 illustrates the comparison
with YOLOv5 in the stop sign case. As shown, YOLOv8
is generally more vulnerable to the NDD attack than
YOLOv5, particularly for the images of DALL-E2. It thus
indicates that the current state-of-the-art model still has
vulnerability against the NDD attack.
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Table 1. Detection rates of 5 object detectors on the fire hydrant
images in the NDDA dataset generated by the 3 diffusion models.
Bold and underline denote highest and lowest scores in each row.

Removed

Robust Features
Object Detectors

Shape Color Pattern YOLOv3 YOLOv5 DETR Faster RTMDet Avg.

D
A

L
L

-E
2

96% 34% 100% 98% 100% 86%

" 18% 0% 8% 4% 40% 14%

" 98% 38% 100% 96% 100% 86%

" 58% 4% 88% 84% 92% 65%

" " " 0% 0% 4% 2% 16% 4%

St
ab

le
D

iff
us

io
n

2 94% 96% 100% 100% 20% 82%

" 6% 0% 14% 20% 20% 12%

" 92% 86% 94% 100% 100% 94%

" 94% 82% 100% 98% 98% 94%

" " " 0% 0% 4% 6% 4% 3%

D
ee

pfl
oy

d
IF

98% 84% 100% 100% 100% 96%

" 34% 10% 52% 76% 86% 52%

" 98% 46% 98% 98% 98% 88%

" 96% 52% 100% 98% 98% 88%

" " " 72% 8% 7% 66% 84% 47%

Table 2. Detection rates of 5 object detectors on the horse images
in the NDDA dataset generated by the 3 diffusion models. Bold
and underline denote highest and lowest scores in each row.

Removed

Robust Features
Object Detectors

Shape Color Pattern YOLOv3 YOLOv5 DETR Faster RTMDet Avg.

D
A

L
L

-E
2

76% 48% 78% 84% 86% 74%

" 90% 60% 92% 96% 94% 86%

" 48% 4% 40% 32% 48% 34%

" 8% 0% 18% 16% 24% 13%

" " " 10% 0% 14% 2% 18% 9%

St
ab

le
D

iff
us

io
n

2 86% 60% 90% 88% 94% 84%

" 100% 92% 98% 100% 100% 98%

" 82% 18% 72% 54% 68% 59%

" 46% 10% 64% 58% 74% 50%

" " " 68% 12% 50% 60% 74% 53%

D
ee

pfl
oy

d
IF

96% 54% 98% 94% 100% 88%

" 90% 76% 92% 96% 96% 90%

" 82% 32% 72% 68% 88% 68%

" 60% 2% 64% 62% 70% 52%

" " " 44% 2% 28% 14% 44% 26%

2.2. Additional Evaluation on More Class Cate-
gories

Fig. 3 shows box plots of the detection rates of the 15 ob-
ject categories (stop sign, car, dog, hot dog, traffic light, ze-
bra, fire hydrant, frog, horse, bird, boat, air plane, bicycle,
cat, and carrot). We evaluate 6 object detectors: YOLOv3,
YOLOv5, DETR, Faster R-CNN, RTMDet, and YOLOv8.
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Figure 3. Box plots of detection rates for 15 object category im-
ages generated by the 3 diffusion models.

Thus, there are 90 (15 × 6) data points for each plot. As
shown, there are always some levels of vulnerability against
the NDD attack because the median values are above zero.
Our paper covered the general classes of the object: a stop
sign for an artificial sign, a fire hydrant for an artificial ob-
ject, and a horse for a natural object. We thus leave a deep
analysis of other categories for the following works.

3. Detailed Results of Natural Attack Capabil-
ity on Image Classification Models

Experimental setup. We train 4 state-of-the-art image clas-
sification models, ResNet50 [8], DenseNet121 [9], Effi-
cientNet b0 [17], and ResNeXt [18], on the training datasets
derived from the COCO dataset [13]. We convert the COCO
dataset into a dataset for the multiclass classification task in
the same way as we did in RQ4: We crop the images in
the COCO dataset with their bounding box annotations and
randomly select 500 images for each class.

Results. Table 3, 4, and 5 show the classification accu-
racy for the 3 classes: stop signs, fire hydrants, and horses.
As shown, the large number of the generated images are
still classified as the targeted object class even though we
remove a robust feature. For stop sign, ≥47% of the gener-
ated images are still classified as stop signs even though all
4 robust features are removed. For fire hydrant and horse,
≥38% and ≥16% of the generated images are classified as
the original class, respectively. In summary, the NDD at-
tack shows quite high attack effectiveness against not only
object detectors but also image classifiers.

4. Detailed Results of GAN-based Attacks
(RQ1)

Fig. 4 shows the attacks generated by BigSleep that suc-
cessfully trick object detectors with a confidence score ≥
0.5. As shown, GAN-based NDD attacks can still gener-
ate several successful attacks which have high stealthiness
as confirmed by the user study. While the diffusion models
have much higher attack effectiveness as discussed in RQ1,
this natural attack capability in the GAN model can be also
a serious attack threat. Considering such a high attack capa-
bility has not been reported even though many GAN-based
adversarial attacks [4] are proposed, we think this is mainly
due to the high-quality text guide by OpenAI CLIP [14] in
BigSleep [3] rather than due to a unique characteristic of



Table 3. Classification accuracy of 4 classifiers on the stop sign
images in the NDDA dataset generated by the 3 diffusion models.
Bold and underline denote highest and lowest scores in each row.

Removed

Robust Features
Image Classifiers

Shape Color Text Pattern Resnet50 Dense121 Effic.Net Resnext Avg.

D
A

L
L

-E
2

100% 100% 100% 100% 100%

" 98% 98% 98% 98% 98%

" 100% 100% 100% 100% 100%

" 94% 94% 94% 96% 95%

" 84% 88% 86% 90% 87%

" " " " 42% 58% 40% 64% 51%

St
ab

le
D

iff
us

io
n

2 72% 76% 60% 66% 69%

" 50% 56% 40% 80% 57%

" 68% 58% 54% 68% 62%

" 72% 66% 38% 76% 63%

" 58% 56% 44% 58% 54%

" " " " 56% 44% 34% 54% 47%

D
ee

pfl
oy

d
IF

100% 96% 100% 100% 99%

" 96% 70% 84% 92% 86%

" 100% 86% 100% 100% 97%

" 92% 86% 74% 96% 87%

" 88% 86% 78% 92% 86%

" " " " 90% 86% 52% 90% 78%

Table 4. Classification accuracy of 4 classifiers on the fire hydrant
images in the NDDA dataset generated by the 3 diffusion models.
Bold and underline denote highest and lowest scores in each row.

Removed

Robust Features
Image Classifiers

Shape Color Pattern Resnet50 Dense121 Effic.Net Resnext Avg.

D
A

L
L

-E
2

96% 98% 84% 96% 94%

" 94% 86% 78% 76% 84%

" 94% 88% 90% 90% 91%

" 76% 62% 36% 52% 57%

" " " 66% 62% 64% 46% 60%

St
ab

le
D

iff
us

io
n

2 90% 90% 78% 84% 86%

" 50% 46% 40% 52% 47%

" 94% 86% 88% 86% 89%

" 68% 64% 62% 72% 67%

" " " 46% 26% 34% 46% 38%

D
ee

pfl
oy

d
IF

98% 98% 100% 100% 99%

" 94% 90% 94% 94% 93%

" 94% 92% 96% 100% 96%

" 96% 88% 82% 90% 89%

" " " 86% 82% 74% 98% 85%

the GAN model. However, it is not trivial to investigate the
relationship between the impact of non-robust features and
the quality of the text guide. We hope that a future study

Table 5. Classification accuracy of 4 classifiers on the horse im-
ages in the NDDA dataset generated by the 3 diffusion models.
Bold and underline denote highest and lowest scores in each row.

Removed

Robust Features
Image Classifiers

Shape Color Pattern Resnet50 Dense121 Effic.Net Resnext Avg.

D
A

L
L

-E
2

64% 60% 48% 66% 60%

" 80% 84% 74% 82% 80%

" 34% 32% 18% 38% 31%

" 18% 6% 0% 6% 8%

" " " 26% 14% 10% 12% 16%

St
ab

le
D

iff
us

io
n

2 90% 78% 74% 82% 81%

" 92% 98% 86% 94% 93%

" 80% 54% 40% 54% 57%

" 32% 24% 14% 28% 25%

" " " 46% 62% 48% 54% 53%

D
ee

pfl
oy

d
IF

94% 92% 82% 94% 61%

" 90% 92% 86% 82% 88%

" 94% 90% 80% 86% 88%

" 60% 64% 44% 50% 55%

" " " 52% 62% 34% 34% 46%

can handle this. So far, the DDA should be more preferable
to the attackers because BigSleep’s image generation takes
much longer (≥20 minutes) than the diffusion model (a few
seconds), even though BigSleep needs to generate more im-
ages due to its low attack success rate.

Stop Sign Square Stop Sign Blue Stop Sign

Stop Sign with “hello” 
on it

Stop Sign with 
checkerboard paint on 
it

Blue square stop Sign with 
“hello” on it and 
checkerboard paint on it

Figure 4. Examples of stop sign images generated by BigSleep
that successfully trick at least one object detector, i.e., a stop sign
is detected with a confidence score ≥ 0.5. The user survey includes
these images and more.

5. Detailed Setup of the User Study (RQ2)

To conduct an ethical user study, we have gone through
the IRB process in our institution. The entire questionnaire



form of this user study is attached as a part of the supple-
mentary materials. We recruited 82 human subjects on Pro-
lific [1], a crowdsourcing platform specialized for research
purposes. All human subjects are English speakers in the
United States to follow the IRB instruction. We did not col-
lect any other demographic or privacy-sensitive information
from the participants.

We provide 3 types of images: benign, diffusion-
generated, and GAN-generated. 3 benign images are pro-
vided first in order to have a set of baseline results. Then,
we show diffusion-generated images to the users; for every
text prompt used, 3 images are generated. A text prompt
may either produce a benign image, an image with 1 ro-
bust feature removed, or an image with all robust features
removed. This step is also repeated using the BigSleep [3]
model. Fig. 4 shows examples of stop sign images gener-
ated by BigSleep that successfully trick at least one object
detector, i.e., a stop sign is detected with a confidence score
≥0.5. The user survey includes these images and more.

6. Additional Results of the Experiment on
Non-Robust Features (RQ4)

Table 6 and 7 show the accuracy of the robust and normal
classifiers on the fire hydrant and horse object classes, re-
spectively. For the fire hydrant images, the robustified clas-
sifier drops the accuracy when the robust features are re-
moved, as observed in RQ4. For the horse images, this
analysis does not show meaningful results because the train-
ing of robustified classifier fails as the accuracy is <40%
even for the benign images. We manually check the robus-
tified horse images and find that the robustified images do
not look like legitimate horses. Since this methodology [10]
is originally evaluated on the CIFAR-10 [12], it may not be
fully compatible with the dataset derived from the COCO
dataset. Nevertheless, our finding is generally observed in
other cases when the robustified classifiers can achieve sim-
ilar accuracy to the normal classifier in the benign images.

Table 6. Accuracy of the robust and normal classifiers on the fire
hydrant images in the NDDA dataset. The benign means the
images generated with the benign prompts; The NDD means the
NDD attack that removes all robust features.

Robustified classifier Normal classifier
Benign NDD Diff. Benign NDD Diff.

DALL-E 2 0.66 0.1 0.56 0.94 0.36 0.58
Stable Diffusion 2 0.96 0.42 0.54 0.96 0.38 0.58

DeepFloyd IF 0.82 0.2 0.62 1.00 0.9 0.1
Avg. 0.81 0.24 0.57 0.97 0.55 0.39

7. Additional Results of Tesla Experiments
(RQ6)

Fig. 5 and 6 show the stop signs that successfully and unsuc-
cessfully deceived Tesla’s vision system respectively. We

Table 7. Accuracy of the robust and normal classifiers on the horse
images in the NDDA dataset. The benign means the images gen-
erated with the benign prompts; The NDD means the attack that
removes all robust features. Robustified classifier fails to train on
the robustified data as its detection rate is ≤40% on the benign
images

Robustified classifier Normal classifier
Benign NDD Diff. Benign NDD Diff.

DALL-E 2 0.10 0.06 0.04 0.54 0.04 0.50
Stable Diffusion 2 0.28 0.28 0.00 0.64 0.24 0.40

DeepFloyd IF 0.40 0.28 0.12 0.9 0.28 0.62
Avg. 0.26 0.21 0.05 0.69 0.19 0.51

not only demonstrate that 73% of these generated images
are successful but also show 3/4 of the diffusion models ex-
hibit the natural attack capability in the real world. Out of
the models that were successful, most of them required a
carefully designed text prompt in order to achieve a suc-
cessful attack, as illustrated by the last 5 images of Fig. 5
for Adobe Firefly and Stable Diffusion 2. Other diffusion
models, such as Google Duet, require less effort; a simple
text prompt, “stop sign”, is enough to generate images that
do not look like stop signs but have enough non-robust fea-
tures to fool object detectors. We plan to inform this vul-
nerability to Tesla if this paper is accepted. We hope that
our study can facilitate further research to train more robust
DNN models.
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Figure 5. Successful NDD Attacks on Tesla Model 3. The caption
of each image shows the used diffusion model and the text prompt.
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Figure 6. Unsuccessful NDD Attacks on Tesla Model 3. The cap-
tion of each image shows the used diffusion model and the text
prompt.
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Figure 7. Overview of the NDDA dataset. 6 popular text-to-image diffusion models are used to generate 15 object classes from the COCO
dataset [13]. The left grid consists of benign images while the right grid shows NDD attacked images where diffusion models are instructed
to remove all robust features from the image.
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