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In this supplementary document, we provide the descrip-
tion of the configurations used for baseline comparison and
the description of the NeRF training on images edited using
our method enabling material edited NeRF models. Please
refer to index.html in the zip file for the video results
of our method and video comparison to InstructPix2Pix
prompt-only version trained on our data.

1. Baseline configurations
In the paper, we show comparison against GAN-based

material editing [6], Null-text inversion with prompt-
to-prompt [4], InstructPix2Pix [1], and InstructPix2Pix
prompt-only version trained on our data. Following is the
testing configuration for each of the methods.
GAN-based material editing [6]. The method takes im-
age as input along with a scalar as input to perform relative
material editing for glossiness and metallic. The method
requires an input mask for localizing the object in the im-
age. We generated the mask using the recommended web-
site www.remove.bg. We input the image with the re-
quired transformation and tested it with scalar of 0.9. Note
that the change in the material appearance is in the percep-
tual domain which is different than the shader based mate-
rial change.
Null-text inversion with prompt-to-prompt [4]. This
method is built on top of DDIM inversion, taking advan-
tage of the unconditional textual embedding usually used
for classifier-free guidance. For the given image, we first
perform inversion which results in recovery of the input
noisy latent and the unconditional textual embedding. Us-
ing this recovered latent which expresses the input image,
prompt-to-prompt is employed to add an adjective in front
of the object name to change the material attribute along
with a scalar to define the weight for the adjective used
in the cross-attention reweighting. Specifically, for albedo
change, we add the word “gray” with a reweighting scalar
of 5. For roughness we use the term “shiny” with 10 to
make the object more shiny. To change the metallic com-
ponent, we added the term “metal” in front of the object

name with 8 as the scalar value. We add the term “trans-
parent” with a scalar value as 10 to make the object trans-
parent. This method requires a per-image optimization step,
exploration of the prompt, and manual tuning of the scalar
for cross-attention reweighting, while our method is feed-
forward. We use the text conditioning weight as 7.5 as used
in the original paper.
InstructPix2Pix [1]. We used pre-trained InstructPix2Pix
based on Stable Diffusion 1.5 as presented by Brooks et
al. [1]. We use the following instructions for each attribute
as follows:

Roughness:“Make the <object name> more/less
shiny.”

Metallic:“Make the <object name> more/less
metallic.”

Albedo:“Make the color of the <object name>
gray.”

Transparency:“Make the <object name> transpar-
ent.”

We use a text conditioning weight of 7.5 and image-
conditioning weight of 1.5 for all experiments. Note that
this model cannot be controlled using a scalar as the model
is not trained using scalar inputs in the prompt.
InstructPix2Pix prompt-only trained on our data. We
use prompts in the format of “Change the <attribute>
of the <object name> to <scalar strength>”
for <attribute> ∈ {roughness, metallic, albedo,
transparency}. Given that numerical values are hard to em-
bed and use in the generation process results in non-smooth
transitions as the values are changed.

2. Material editing in NeRFs
Our NeRF experiments use a vanilla NeRF configuration

based on [5]. We use an 8 layer MLP of 256 channels, and
separate density and color heads of 2 layers of 128 channels
each. We use a single network sampled at 192 stratified
positions and 32 importance sampled positions along each
ray. We use 9 frequency bands of positional encoding, and 4
bands for view direction encoding. We train for 250k steps
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with a learning rate of 10−4 using Adam optimizer [3] with
β1 = 0.9, β2 = 0.99.

We hold out every 8th view from DTU MVS dataset [2]
as a “test” split, keeping the remaining views as the “train”
split. Supplemental orbit animation viewpoints are out-
side of the test–train distribution, thus the large amount of
floaters are not unexpected. We set near–far bounds to en-
compass only the foreground object, thus background arti-
facts are not unexpected either. Please refer to the attached
html for the video results.

3. Qualitative comparison on synthetic data
We present qualitative comparison between our method

and InstructPix2Pix finetuned with a prompt-only approach
on held-out synthetic data. Please refer to the results for
roughness (Figure 1), metallic (Figure 2), albedo (Figure 3),
and transparency (Figure 4) attached below (on the next
page).
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Figure 1. Roughness test results. Comparison of our method to InstructPix2Pix prompt-only method trained on our data (Baseline) for
editing roughness on held-out synthetic data for different strengths.
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Figure 2. Metallic test results. Comparison of our method to InstructPix2Pix prompt-only method trained on our data (Baseline) for
editing metallic attribute on held-out synthetic data for different strengths.
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Figure 3. Albedo test results. Comparison of our method to InstructPix2Pix prompt-only method trained on our data (Baseline) for editing
albedo on held-out synthetic data for different strengths.
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Figure 4. Transparency test results. Comparison of our method to InstructPix2Pix prompt-only method trained on our data (Baseline) for
editing transparency on held-out synthetic data for different strengths.
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