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Figure 8. Expression-conditional generation.

7. Expression-Conditional Generation
Although our expression guidance aims to disentangle face
expressions from face embeddings S∗, it also enables F2D
to generate conditioned face images by reference expres-
sions. We show the examples of the expression-conditioned
generation in Fig. 8. The reference images are sampled
from the DFD [2] dataset.

8. Comparison with More Recent Models
We additionally compare our model with the two recent
models, OFT [17] and DVAR [23], in Table 6. Our method
significantly outperforms such the recent models on hMean
and gMean.

9. Test Prompts
We give the set of text prompts used in our experiments in
Table 7. Our prompts include various scenes related to job,
activity, expression, and location.

10. More Visual Comparisons
We show additional examples in Figs. 9 and 10. For en-
hanced visibility, we compare our method with CustomD-
iffusion [16], CelebBasis [27], and FastComposer [25] that
are ranked in the top-5 in Identity×Text scores in Table 1.

AdaFace SphereFace FaceNet CLIP dCLIP SigLIP hMean gMean

OFT 0.3446 0.3980 0.4673 0.2245 0.1364 0.3515 0.0615 0.0993
DVAR 0.0452 0.0939 0.1201 0.2710 0.1852 0.4261 0.0369 0.0548
Ours 0.3143 0.4215 0.5313 0.2486 0.2020 0.3856 0.1749 0.2252

Table 6. Comparison with the more recent methods.

Prompts

A photo of S∗ as a firefighter
A photo of S∗ as a cowboy

A photo of S∗ as a chef
A photo of S∗ as a racer
A photo of S∗ as a king

A photo of S∗ as a scientist
A photo of S∗ as a tennis player

A photo of S∗ as a DJ
A photo of S∗ as a knight
A photo of S∗ as a pilot

A photo of S∗ walking in a city under an umbrella
A photo of S∗ surrounded by tall bookshelves

A photo of S∗ trying on hats in a vintage boutique
A photo of S∗ sipping coffee at a café terrace

A photo of S∗ in a busy subway station
A photo of S∗ eating ice cream at a rooftop terrace

A photo of S∗ playing the saxophone on a stage
A photo of S∗ running in a meadow

A photo of S∗ playing chess at a wooden table
A photo of S∗ knitting in a comfortable armchair

A photo of S∗ yawning during a study session
A photo of S∗ smiling warmly at the camera

A photo of S∗ with a hand covering their mouth
A photo of S∗ hugging a friend tightly

A photo of S∗ flexing muscles in a gym
A photo of S∗ looking shocked

A photo of S∗ giving a thumbs-up
A photo of S∗ looking angry

A photo of S∗ sitting cross-legged on a rock
A photo of S∗ wearing an oversized sweater

A photo of S∗ at the Great Wall of China
A photo of S∗ exploring Machu Picchu

A photo of S∗ sailing near the Sydney Opera House
A photo of S∗ walking through the streets of Rome near the Colosseum

A photo of S∗ at the Grand Canyon in sunset
A photo of S∗ enjoying cherry blossoms in Tokyo

A photo of S∗ on a gondola in Venice
A photo of S∗ at the Taj Mahal in India

A photo of S∗ at Mount Everest Base Camp
A photo of S∗ in front of Niagara Falls

Table 7. Our prompt set.
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Figure 9. Visual comparisons with previous methods.
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Figure 10. Visual comparisons with previous methods.



11. Implementation Details
11.1. Previous Methods

To conduct fair comparisons, we implement previous meth-
ods by strictly following the official instructions as much
as possible. Commonly in existing methods and our
Face2Diffusion, we use StableDiffusion-v1.4 (SD1.4) [19],
Euler ancestral discrete scheduler [14] with 30 denoising
steps, and classifier-free guidance [13] with a scale param-
eter of 7.0. Specific details of each method are as follows:
TextualInversion. We use the diffusers’ implementa-
tion [22]. The inverted embedding is initialized by “per-
son”.
DreamBooth. We use the diffusers’ implementation [22].
For the prior preservation loss, we use other face images
from our test set, i.e., 99 identities. We set the class word
for the regularization to “a person”.
CustomDiffusion. We use the official implementation in-
tegrated into diffusers [22]. We use the same regularization
as DreamBooth.
Perfusion. We directly use the official training code [21].
The inverted embedding is initialized by “person”.
E4T. We directly use the official training code [11].
CelebBasis. We directly use the official training code [27].
FastComposer. We use the official implementation [25].
Because the released checkpoint is based on SD1.5, we train
it from scratch on SD1.4 using the official training code. We
use ”a person” for delayed subject conditioning (DSC).
ELITE. We directly use the official pretrained model [24].
For segmentation masks during inference, we use a face-
parsing model [26] that is the same one used in our CGDR.
DreamIdentity. Because there is no public implementa-
tion, we re-implement it. For the mapping MLP, we use the
same architecture as our Face2Diffusion because the imple-
mentation detail is not described in the original paper. Due
to the limitations of our computational resource, we train
the model with eight NVIDIA A100 (40GB) GPUs which
is the same cost as our F2D though the original paper [7] use
its 80GB version. For self-augmented data, we collect 1K
celebrity names from Internet that are consistently gener-
ated by SD1.4. Because some of proposed editing prompts
do not work on SD1.4, we remove them and add alternative
ones tested in the original paper. In total, we generate 8K
augmented images (1K identities × 8 editing prompts).

11.2. Variants of F2D

Reconstruction. We use the same loss as Eq. 1.
Masked Reconstruction. We use a masked reconstruction
loss as follows:

L = ∥(ϵ− ϵθ(zt, t, τ(p)))⊙M∥22. (1)

Reconstruction w/ DSC. We implement DSC [25] on the
“Reconstruction” model above. Following the official im-

plementation, we adopt the ratio of α = 0.8 for DSC.
ArcFace. We implement ViT [9] trained with ArcFace
loss [8] using an unofficial implementation [4]. We input
only the deepest layer’s outputs corresponding the classifier
token into the mapping network fmap.
ArcFace w/ MSF. We extract multi-scale features
(MSF) [7] from the ArcFace model above. We use the same
depth set as our F2D for MSF, i.e., {3, 6, 9, 12}.
w/o Expression Guidance. We remove the concatenation
before the mapping network. Therefore, the identifier S∗ is
computed during both training and inference as follows:

S∗ = fmap(fid(x)). (2)

ControlNet. We adopt an unofficial implementation [1] of
ControlNet for facial landmarks. Because the pretrained
model is built on SD1.5, we train our model without ex-
pression guidance on SD1.5 and then we combine them.

11.3. Metrics

AdaFace/SphereFace/FaceNet. We use the official and un-
offical implementations [3, 5, 15]. We compute the cosine
similarity between extracted features of an input image x
and generated image y, and then clip the value to [0, 1]:

ID = max(cos(ffr(x), ffr(y)), 0), (3)

where cos and ffr represent the cosine similarity and each
feature extractor of face recognition models, respectively.
CLIP. The CLIP score [12] evaluates the cosine similarity
between a generated image and input prompt p:

CLIP = max(cos(EI(y), ET (p)), 0), (4)

where EI and ET are CLIP image and text encoders, re-
spectively. We use the official implementation [18] of CLIP
ViT-H/14 model trained on the LAION-2B [20] dataset.
dCLIP. The directional CLIP (dCLIP) score [10] evaluates
the cosine similarity between the difference vectors from
the reference points in the image and text space. We set
the reference prompt pr to “A photo of a person” and the
reference image yr to an image generated by “A photo of
S∗”. The dCLIP score is computed as:

dCLIP = max(cos(∆y,∆p), 0), (5)
∆x = EI(y)− EI(yr), ∆p = ET (p)− ET (pr). (6)

We use the same encoders as the CLIP score.
SigLIP. The SigLIP score is a scaled cosine similarity be-
tween an image and text, which is computed as:

SigLIP = σ(s · cos(EI(y), ET (p)) + b), (7)

where s and b are the scale and bias parameters optimized
during the pretraining of SigLIP. σ represents the sigmoid
function. We use the official implementation [28] of SigLIP
trained on the WebLI [6] dataset.
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