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In this supplementary document, we discuss additional
details about our method MeshGPT. We provide implemen-
tation details of our method, loss functions, and the base-
lines in Section 2. Additional details about the user study
are provided in Section 3. We also provide further qualita-
tive and quantitative results (Section 5), including a shape
novelty analysis (Section 4) for shapes from the main pa-
per. Additional limitations are discussed in Section ??. We
further encourage the readers to check out the supplemen-
tal video for a summary of the method and an overview of
results.

1. Data

Selection. We use the ShapeNetV2 [2] dataset for all our
experiments. We first apply planar decimation to each shape
using Blender [4], with the angle tolerance parameter α set
within [1, 60]. The impact of this decimation is assessed
by calculating the Hausdorff distance [1] between the deci-
mated and original shapes. We then choose, for each orig-
inal shape, the decimated version with the Hausdorff dis-
tance closest to, but below, a pre-set threshold δhausdorff.
Shapes with more than 800 faces are excluded, resulting in a
final count of 28980 shapes across all categories. The Chair,
Table, Bench, and Lamp categories are further divided into
a 9:1 train-test split. All shapes from rest of the categories
are used for pretraining phase, while only the training subset
from specific categories is used for pretraining and finetun-
ing. All shapes are normalized to be centered at the origin
and scaled to ensure the longest side is of unit length.

Augmentation. During the training of both the encoder-
decoder and the transformer, multiple augmentation tech-
niques are applied to all train shapes. Scaling augmenta-
tion, ranging from 0.75 to 1.25, is independently applied
across each axis. Post-scaling, meshes are resized to keep
the longest side at unit length. Additionally, jitter-shift aug-
mentation in the range of [−0.1, 0.1] is used, adjusted to
maintain the mesh within the unit bounding box around the
origin. We also implement varying levels of planar deci-

mation for training shapes, provided the distortion remains
below δhausdorff.

2. Method Details
2.1. Architecture

The architecture of our encoder-decoder network is elabo-
rated in Fig. 4. The encoder comprises a series of SAGE-
Conv [8] graph convolution layers, processing the mesh in
the form of a face graph. For each graph node, input fea-
tures include the positionally encoded 9 coordinates of the
face triangle, its area, the angles between its edges, and the
normal of the face. The decoder is essentially a 1D ResNet-
34 [9] network, applied to the face features interpreted as
a 1D sequence. It outputs logits corresponding to the 9
discrete coordinates of each face triangle, which are dis-
cretized within a 1283 space. The codebook C has a size
of 16384. The architecture of the transformer is simply a
GPT-2 medium architecture, i.e. 24 multi-headed self at-
tention layers, 16 heads, 768 as feature width, with context
length of 4608.

2.2. Residual Vector Quantization

Fundamentals. For quantization, we employ residual vec-
tor quantization (RQ) [10, 11]. RQ discretizes a vector z
with a stack of D ordered codes. Starting with the 0th resid-
ual r0 = z, RQ recursively computes td as the code of the
residual rd−1, and the next residual rd as

td = Q (rd−1; C) (1)

rd = rd−1 − e(td) (2)

where Q(z; C) denotes vector quantization of z with code-
book C, and e(td) is the embedding in the codebook C. Fur-
ther, we define

ẑ(d) =

d∑
1

e(td) (3)

as the partial sum of up to d code embeddings, and ẑ = ẑD

is the quantized vector of z. The recursive quantization of
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Figure 1. Additional novel shapes on Chairs, Tables, Benches and Lamps generated by our method.

RQ thus approximates the vector z in a coarse-to-fine man-
ner [10]. The commitment loss can now be defined between
vector z and its quantization ẑ as

Lcommit(z, ẑ) =

D∑
d=1

∥z− sg[ẑ(d)]∥22 (4)

where sg denotes the stop gradient operation.
Per Vertex Residual Vector Quantization. Instead of di-
rectly applying RQ, for a face feature zi extracted by the
graph encoder, we first split this 576 dimension face feature
zi into 3 features, (z1i , z

2
i , z

3
i ), each of 192 dimensions rep-

resenting the features of the face triangle’s 3 vertices. The
features the fall on vertices that are shared across faces are
averaged. On these per vertex index feature zji , RQ quan-
tizes them into a stack of D

3 features,

RQ(zi; C, D) = (RQ(z1i ; C,
D

3
), . . . ,RQ(z3i ; C,

D

3
)) (5)

for codebook C, with

RQ(zji; C,
D

3
) = (t

2j−D
3 +1

i , t
2j−D

3 +2
i , . . . , t2ji ), (6)

where tdi is the index to the embedding e(tdi ) in the code-
book C. Taken together for each vertex, these form a stack
of D features,

RQ(zi; C, D) = (t1i , t
2
i , . . . , t

D
i ) = ti. (7)

Thus, the residual quantization for the features extracted for
all the N faces of the mesh Z = (z1, z2, . . . , zN ) is given
as

RQ(Z; C, D) = RQ(z1 . . . zN; C, D) (8)
RQ(z1 . . . zN; C, D) = (t0, t1, . . . , tN ). (9)

Fig. 6 gives an intuition on why ‘per vertex’ tokenization
is better than ‘per face’ tokenization, with ablations in the
main paper confirming it.



Figure 2. Shape novelty analysis on ShapeNet [2] chair and table category for shapes generated by our method shown in main paper. We
show the 3 nearest neighbors in terms of Chamfer Distance (CD) for a generated shape. Shapes are scaled to a unit length along all axes to
account for augmented generations before computing CD.

2.3. Loss Functions

Vocabulary Learning. Let Pnijk be the predicted prob-
ability distribution over the discrete coordinates, where n
is the face index, i is the vertex index inside the face, j is
the coordinate’s axis index (x, y or z), and k goes over the
discretized positions ∈ {1, 2, 3, . . . , 128}. If Vnij is the tar-
get discretized position, then the reconstruction loss for the
encoder-decoder network is given as

Lrecon =

N∑
n=1

3∑
i=1

3∑
j=1

128∑
k=1

wnijk logPnijk (10)

with

wnijk = smooth (one-hot128 (Vnij)) (11)

is a smoothening kernel applied across the one-hot proba-
bility distribution over the targets, encouraging physically

close coordinates to be penalized less. The loss over the
encoder-decoder network is the sum of Lrecon and Lcommit
previously described.
Transformer. Given a target sequence T =
(t0, t1, . . . , tN ) with ti = (t1i , t

2
i , . . . , t

D
i ), and sji is

the corresponding predicted sequence element, then the
transformer is trained with the loss

Lrecon =

N∑
i=1

D∑
j=1

|C|∑
k=1

log p(ski = tji ). (12)

2.4. Baselines

We utilize the official implementations for BSPNet [3], At-
lasNet [7], and GET3D [6]. For Polygen [12], we re-
implement it following the details in their paper. To align its
architecture with our method, we employ the same GPT2-
medium architecture for the vertex model in Polygen. Ad-



Figure 3. Shape novelty analysis on ShapeNet [2] bench and lamp category for shapes generated by our method shown in main paper. We
show the 3 nearest neighbors in terms of Chamfer Distance (CD) for a generated shape. Shapes are scaled to a unit length along all axes to
account for augmented generations before computing CD.

Figure 4. Our encoder-decoder network features an encoder with
SAGEConv [8] layers processing mesh faces as a graph. Each
node inputs positionally encoded face triangle coordinates, area,
edge angles, and normal. The decoder, a 1D ResNet-34 [9], in-
terprets face features as a sequence, outputting logits for the dis-
cretized face triangle coordinates in a 1283 space.

ditionally, mirroring our approach, Polygen undergoes pre-
training on all categories and is finetuned for each evalu-
ated category, applying the same train-time augmentations
as used in our method.

3. User Study Details
We develop a Django-based web application for the user
study. In Fig. 5, we show the interface for the questionnaire.

We randomly select 16 pairs of meshes from each baseline
and our method across the Chair and Table categories, half
of which are used for a question on preference based on
shape quality, and the other half for preference based on
triangulation quality. After the samples are prepared, we
ask the users to pick the sample which they prefer more
based on the question. To avoid biases in this user study,
we shuffle the pairs so that there is no positional hint to our
method. We also show a collection of ground-truth meshes
to the user for them to get an idea of the real distribution.
In the end, we gather 784 responses from 49 participants to
calculate the preferences.

4. Shape Novelty Analysis

Fig. 2 and 3 displays the top-3 most similar shapes from the
train set corresponding to all samples used in the main paper
that were generated by our model. These nearest neighbor
shapes are identified based on Chamfer Distance (CD). To
ensure a fair distance computation, accounting for potential
discrepancies due to scale or shift in the augmented gen-
erations, we normalize all generated and train shapes to be
centered within [0, 1]3 and scaled to the extremes of this
cube.



Figure 5. User study interface. We show users a set of random
ground-truth shapes for a category and then ask users for shape
quality and triangulation preference among meshed generated by
two methods.

5. Additional Results

Metrics. Following recent works for unconditional shape
generation [5, 15, 16] for calculating the shape metrics we
define

MMD(Sg, Sr) =
1

|Sr|
∑
Y ∈Sr

min
X∈Sg

D(X,Y ),

COV(Sg, Sr) =
|{argminY ∈Sr

D(X,Y )|X ∈ Sg}|
|Sr|

,

1-NNA(Sg, Sr) =

∑
X∈Sg

1X +
∑

Y ∈Sr
1Y

|Sg|+ |Sr|
,

1X = 1[NX ∈ Sg],

1Y = 1[NY ∈ Sr],

where in the 1-NNA metric NX is a point cloud that is clos-
est to X in both generated and reference dataset, i.e.,

NX = argmin
K∈Sr∪Sg

D(X,K)

We use a Chamfer Distance (CD) distance measure
D(X,Y ) for computing these metrics in 3D. To evaluate
these point-based measures, we sample 2048 points ran-
domly from all baseline outputs; and use 6000, 1200, 1000,
8000 generated shapes from chair, bench, lamp and table
categories.

Variant Triangle Accuracy (%) ↑ Cross-Entropy ↓

w/o Positional Encoding 79.33 0.2484
w/o Output Discretization 22.03 0.5705
w/o Residual Quantization 1.29 4.6679
w/o per Vertex Quantization 98.64 0.1413
w/ PointNet Encoder 88.73 0.1896
w/ GAT [13] Encoder 86.14 0.2015
w/ EdgeConv [14] Encoder 91.23 0.1702
w/ ResNet19 Decoder 96.29 0.1492
w/ PointNet Decoder 95.47 0.1528

MeshGPT 98.49 0.1473

Table 1. Ablations of our design choices for the encoder-decoder
network on the Chair category of the ShapeNet [2] dataset.

Qualitative Results. Fig. 1 shows more unconditional gen-
erations from our model across different ShapeNet cate-
gories.
Encoder-Decoder Ablations. In Tab. 1, we show a set of
ablations on the design choice for our encoder-decoder net-
work used for learning the triangle embeddings. We mea-
sure the performance in terms of triangle accuracy, which
measures average accuracy with which all 9 coordinates of
faces are correctly predicted, and the cross-entropy loss on
the test set.

Figure 6. The effectiveness of per-vertex quantization over per-
face quantization can be understood through an example where
two faces share an edge as shown above. With per-face tokeniza-
tion assigning 6 tokens per face, the sequence yields 12 unique
tokens. In contrast, per-vertex tokenization leads to repeated to-
kens in the sequence due to shared vertices between faces. This
repetition makes the sequence easier for the transformer to learn
compared to a wholly unique sequence per face, especially when
both sequences are of equal length.

We evaluate the effect of various choices – how much
does the positional encoding at input help, effect of using
continuous predictions instead of discrete as outputs, us-
ing vector quantization (1 token per face) instead of resid-
ual quantization (D tokens per face), encoder architecture
as a point encoder, or different graph convolution opera-
tors, and decoder architecture as either ResNet19 or Point-
Net decoder. Note that even though for encoder-decoder re-
construction, ‘w/o per Vertex Quantization’ performs best,
this variant works significantly worse than with per Vertex



Quantization, as shown in the main paper. Fig. 6 describes
an intuition of why the embeddings from this variant are
more transformer friendly.

6. Limitations

Our attention context spans 4608 tokens which covers a
max length of 4608

6 ∼ 800 faces (6 tokens/face). To scale
to much larger scenes, future work could consider con-
text window expansion (Code-LLMs), hierarchical trans-
formers, or scalable sequential architectures (SparseAtten-
tion, Mamba). Furthermore, similar to all baselines with
the exception of BSPNet, we do not ensure watertight
meshes. Furthermore, even human-designed meshes (e.g.,
from ShapeNet) may not always be watertight. If water-
tightness is essential, postprocessing (e.g., Manifold++) can
be applied. Furthermore, the errors in autoregressive se-
quence prediction and decoding can result in bad meshes.
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