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A. Objectives for Vision-Language Pretraining
In the realm of Vision-Language Pretraining (VLP), a

variety of objectives are employed to effectively integrate
vision-language features. This appendix delves into two
such objectives, Image-Text Contrastive Learning (ITC) and
Image-Text Matching (ITM), which were not extensively
covered in the main text. For consistency, we use the same
notation as employed in the main text.

Image-Text Contrastive Learning At the beginning of
the multi-modal encoder, ITC aligns the shared latent space
of the textual encoder and visual encoder. It employs a simi-
larity function, denoted as � = gv(zv)>gt(zt) where zv is
the [CLS] embedding of the vision encoder features f I

✓ (V )
and zt is derived from the text encoder features fT

✓ (T ). Then
gv(·) and gt(·) mean linear projections which are mapping
the [CLS] embeddings into normalized lower dimensional
representations. We adopt the momentum contrastive learn-
ing [17, 27, 15] and leverage two queues that store U recent
uni-modal features obtained from the momentum model,
denoted as g0v(z0v) and g

0
t(z

0
t) for their normalized features.

Using this features, we formulate similarity as:

�(V, T ) = gv(zv)
>
g
0
t(z

0
t) (A14)

�(T, V ) = gt(zt)
>
g
0
v(z

0
v) (A15)

For every matching set of text and image, the correspond-
ing similarity measures are expressed as:

h
v2t
k (V ) =

exp(�(V, Tk)/⌧)PU
u=1 exp(�(V, Tu)/⌧)

, (A16)

h
t2v
k (T ) =

exp(�(T, Vk)/⌧)PU
u=1 exp(�(T, Vu)/⌧)

(A17)

where ⌧ denotes a learnable scaling factor. We define
the ground-truth similarity using one-hot label as yv2t(V )
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and yt2v(T ). Thus, ITC is constructed based on the cross-
entropy, CE(·, ·), between h and y:

LITC =
1

2
E(V,T )⇠D[CE(yv2t(V ),hv2t(V ))

+ CE(yt2v(T ),ht2v(T ))] (A18)

Image-Text Matching For the ITM loss, the model cate-
gorizes image-text pairs as either corresponding (positive)
or non-corresponding (negative) by utilizing a shared repre-
sentation derived from the output embedding of the [CLS]
token from the multi-modal encoder f

M
✓ (fT

✓ (T ), f I
✓ (V )).

This vector is fed through a fully connected (FC) layer and
softmax for binary classification, producing the prediction
probability h

itm. Similar to previous works [27, 3], we ex-
ploit hard negatives in the ITM task, identifying pairs that
exhibit akin meanings but vary in intricate specifics, employ-
ing in-batch contrastive similarity based on ITC. The ITM
objective is expressed as:

LITM = E(V,T )⇠D[CE(yitm
,hitm(V, T )], (A19)

B. Semi-hard Negatives for Grouped Batch
Grouped Mini-batch Sampling GRIT-VLP [3] employs
an adaptive sampling strategy to gather similar samples
within mini-batches, enhancing the effectiveness of mining
hard negatives for both ITC and ITM. GRouped mIni-baTch
sampling (GRIT) strategy consists of four phases: 1) Col-
lecting, where [CLS] features zv and zt are stored in two
queues, which are larger than a mini-batch size; 2) Example-
level shuffling, which ensures randomness among the sam-
ples; 3) Grouping, where similar examples are grouped based
on similarity scores; and 4) Mini-batch-level shuffling, which
shuffles mini-batches for improving the model’s ability to
generalize. We tailor the 3) Grouping phase to suit the char-
acteristics of fashion data.

In the Grouping phase, similarity scores for image-text
pairs within sub-queues are calculated using methods similar
to Equation A14 and Equation A15. Each sub-queue has a



Figure A7. Illustration of the differences in negative samples selected within a mini-batch using various Grouping methods: Random, Hardest and Semi-hard
(Ours).

size of S, smaller than the queue size of Collecting phase
but larger than the mini-batch size. These scores denoted
as qv2t(V ) 2 RS and q

t2v(T ) 2 RS , where V and T mean
each image-text pair, are used to find similar examples. The
process starts by randomly selecting an initial pair from the
sub-queue. The algorithm then iteratively finds and stores
the index of the example with the highest similarity score,
one by one, in the index queue I . Instead of relying on a one-
way similarity metric, the algorithm alternates between using
image-to-text and text-to-image similarity scores. Thus, half
of the pairs are selected based on their image-to-text sim-
ilarity, while the remaining half are chosen based on their
text-to-image similarity. By alternating between the two di-
rections, the method ensures a balanced grouping, effectively
capturing the relational nuances between images and texts
in both directions.

For the (i+1)th iteration, when considering a specific pair
(Vj , Tj) with the index j, the selection of Ii+1 is determined
as follows:

Ii+1 =

(
argmaxk/2Iq

t2v
k (Tj) if Ii is chosen with qv2t

argmaxk/2Iq
v2t
k (Vj) if Ii is chosen with qt2v

(A20)

Refined Grouping for Semi-hard Negatives In the con-
text of ITM and ITC tasks, the model is trained using both
positive and negative images relative to a text anchor within
a mini-batch. As illustrated in Figure A7, conventional VLP
methods have relied on randomly selected negative images
for training. This approach enables the model to identify
negatives without necessarily learning fine-grained details.
In contrast, the GRIT [3] strategy constructs batches with

hard negatives in a generic domain, facilitating more efficient
learning by focusing on fine-grained information.

However, in the fashion datasets, multiple images of the
same item, differing only in angles, are often paired with
a single text. Consequently, forming batches with the most
similar samples can lead to the issue of false negatives. To
address this, we have adjusted the grouping phase to include
semi-hard negatives, which share similar features but are
not identical. This adjustment ensures a more nuanced and
effective training process, particularly suited to the unique
challenges presented in the fashion domain. In our proposed
modification in the Grouping phase, the algorithm shifts
its focus from selecting the highest similarity score sample
to choosing the s

th most similar sample, where s is a hy-
perparameter. We pre-train on the FashionGen [37] dataset,
featuring three angle-specific images and one full-body im-
age per text. Thus, observing reduced false negatives when
s is set to 3, we adopted this value for s. This method can be
expressed as:

Ii+1 =

(
argsortk/2I(q

t2v
k (Tj))s if Ii is chosen with qv2t

argsortk/2I(q
v2t
k (Vj))s if Ii is chosen with qt2v

(A21)
In this equation, the argsort function sorts the elements

qt2v
k (Tj) or qv2t

k (Vj) in descending order, excluding indices
already present in the index queue I , and Ii+1 is then as-
signed the s

th index from this sorted list. This change aims
to accumulate semi-hard negatives within the same mini-
batch, thereby minimizing the false negatives in both ITC
and ITM. To demonstrate the effectiveness of our method,
we set all hyperparameters, including queue and sub-queue
sizes, identical to those in GRIT-VLP [3], except for s.


